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Accelerating Finite-Element 

Structural Elastic Dynamic 
Analysis Using GPU Computing

Introduction
• Computational limitations in FEA 

impact modeling fidelity and run 
time[1].

• CPU parallel processing quickly 
achieves performance plateaus with 
increasing number of cores.

• GPUs offer an alternative for 
accelerated FEA, using thousands of 
cores and massive parallelization.

GPU-accelerated elastic finite element analyses (FEA) 

achieve a 115x speedup compared to CPU-driven analysis 

with 106 degrees of freedom (dofs). Assembly and domain 

update stages experienced significant acceleration, but the 

solver remains a bottleneck. Scan QR code to 

download Full 

Paper

Methods
A pilot program was built in CUDA[2] to fully GPU-accelerate a linear-
elastic dynamic analysis. Compared to previous implementations, all 
major tasks (assembly, solver and domain update) were ported to the 
GPU[3].

Conclusions
• Feasibility of fully GPU-accelerated 

linear-elastic analysis.

• Finer discretization does not 
necessarily increase GPU run time 
for assembly and update steps.

• Speedup in solver stage depends 
on DOFs.Figure 2. Fully GPU-accelerated elastic FEA.

Figure 5. Speedups for a single analysis time step[4].
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Speedups of 
more than 100x! 
More evident in 
assembly stage.
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Load model 
to GPU. 

Create data structures on GPU 
for 𝐀, 𝐛, and 𝐱. 

Load model to GPU.

Set up time-integration scheme 
and set response predictors. 
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Commit solution state.

Offload
previous

states. 

Initialize time-step counter, 
𝑛 = 0, and n. of steps, 𝑁𝑠𝑡𝑒𝑝𝑠. 

𝒏 < 𝑵𝒔𝒕𝒆𝒑𝒔 ?

yes

𝑛++

Start 
program.

Exit 
program.

no

Solver:

AmgX[3] with PCG method.

Assembly:

Threads add element 
contributions; duplicates 
from shared dofs are later 
summed and reduced.

0 0 1 1 2 2

0

1

2

DOF Label

D
O

F
 L

ab
el

M
at

ri
x

 w
it

h
 

d
u

p
li

ca
te

s,
 𝐀

𝐝
𝐮
𝐩

0

1

2

0 1 2

DOF Label

D
O

F
 L

ab
el

R
ed

u
ce

d
 

m
at

ri
x

, 𝐀

Figure 3. GPU-accelerated assembly.
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Figure 1. CPU vs GPU architecture.

• Sequential tasks
• Low latency
• Multiple 

instruction

• Parallel tasks
• High 

throughput
• Multiple data
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CUDA programming model
• CUDA threads on NVIDIA® GPUs 

execute tasks in parallel by 
collectively running a specific kernel 
function.

• Threads are organized in blocks and 
grids.

thread

block

grid

Figure 4. CUDA programming and memory model[2].
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