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Abstract

Dynamic substructuring (DS), also known as hybrid simulation, is an experimental method used to study the dynamic behavior of complex engineering systems. Models are created that consists of two parts actively interacting during the experiment, (i) a physical subsystem - an experimental component representing a portion of a system and (ii) a virtual subsystem - a computer model the remainder of the system. Since only the key components need to be physically constructed, this form of simulation results in reduced costs and more effective use of the laboratory equipment. Furthermore, using this approach, the properties of the virtual subsystem can be easily varied, providing for a means of readily performed parametric studies in the laboratory. During DS experiments, the interface conditions between the two subsystems are imposed using actuators and the response of the physical subsystem is measured using sensors and fed back to the computer model. Accurate control design is required to achieve a stable feedback system and ensure that the effect of the virtual subsystem is represented accurately during the experiment.

DS has been extensively studied in recent years in the earthquake engineering field. The approaches conventionally used involve development of a tracking controller and delay compensators to account for actuator dynamics. Due to the complicated control design required in these approaches, DS has been limited to relatively modest configurations.

In the current study, DS is approached using a strategy conceptually different from the conventional methods, aimed at challenging configurations such as the Soil-Foundation-Structure-Interaction (SFSI). The new strategy is characterized by simplicity of control design decoupled from the physical subsystem, and results in robustly stable and accu-
rate testing. Experiments were performed using a specially designed versatile testbed to demonstrate the effectiveness of this strategy. Moreover, preliminary, proof of concept, experiments of the SFSI DS were performed, showing the feasibility of such experiments.
Chapter 1

Introduction

Dynamic substructuring (DS), also termed hybrid simulation and model-in-the-loop testing, refers to combining physical and virtual components to study the dynamic behavior of complex engineering systems. A physical subsystem, i.e. an experimental component, is coupled with a virtual subsystem, i.e. a computer model, and the two subsystems actively interact during an experiment. The interface conditions between the physical and virtual subsystems are effected by actuators, while the response of the physical subsystem is measured by means of sensors and fed back to the computer model. Proper controls are necessary to ensure that this feedback system is stable, and that the effect of the virtual subsystem is represented in the experiment sufficiently accurately. The main objective of the work presented here is to develop a simple and effective strategy for designing such controls, particularly aimed at challenging DS configurations such as the soil-foundation-structure interaction (SFSI) application shown in Figure 1.1.

In a DS experiment, the role of the virtual subsystem is to enact meaningful or realistic boundary conditions (or boundary impedances) on the physical subsystem; DS may therefore also be appropriately dubbed “active-boundary testing”. Clearly, this adds value to experimentation when, and only when, such dynamic boundary conditions significantly influence the behavior of the physical subsystem. Since the components represented by the virtual subsystem need not actually be constructed, substructuring could reduce costs, and
Figure 1.1: Example of dynamic substructuring (DS) concept — the soil-foundation system is the physical subsystem, the superstructure is the virtual subsystem

lead to more effective use of laboratory space and equipment.

DS has received considerable attention in the earthquake engineering field in recent years. Within earthquake engineering, DS originated as substructure pseudo-dynamic testing, motivated by thinking of the physical substructure as an “experimental finite element”. Consequently, much of the work on DS has retained artifacts of this thinking; principally, a displacement- or force-tracking controller is so central in these conventional approaches that a number of recent publications related to DS are in fact on developing tracking controllers. Extending pseudo-dynamic substructuring to DS led to the need for delay-compensators. Thinking in terms of these components significantly complicates control design, and has therefore limited DS to relatively modest configurations and applications. A review on conventional approaches to DS and associated challenges is given in Chapter 2.
1.1 Scope and goals of this study

The strategy adopted in this work is conceptually different from the conventionally used approaches. A view akin to model-matching is considered, asking what the controller should be so that the interface actuator produces the same effect on the physical subsystem as the virtual subsystem would. This greatly simplifies the control design. For DS configurations with a single actuator and stable linear virtual substructures, the process is almost trivial. Importantly, the control design is decoupled from the physical substructure; in fact, how closely the actuator with control resembles the virtual subsystem can be tested independently of the physical subsystem. As demonstrated in Chapter 4, this strategy results in robustly stable and accurate DS. Although this strategy is applicable more generally, the main focus of the work reported here is on DS configurations such as shown in Figure 1.1, where interface conditions are effected by an active mass driver (AMD). The considered configurations mainly employ a one-degree-of-freedom (1DOF) AMD and stable linear virtual substructures. It should be noted that the specific AMD along with an elastomeric bearing assembly constitute a testbed which was specifically designed and constructed for the needs of this work, as described in Chapter 3.

In summary, the main goals of this work are:

- Development and characterization of a testbed to be used in DS applications
- Development of a strategy for DS testing which
  - is easy and simple enough to use, in comparison with conventional approaches
  - is robustly stable
  - enables an accurate representation of the virtual subsystem in the experiment
  - utilizes a control design independent of the physical subsystem
- Exploration of the applicability of the method in complex engineering systems, such as soil-foundation-structure-interaction systems
1.2 Dissertation organization

This dissertation is organized as follows. In Chapter 2, a review on conventional approaches to DS in earthquake engineering is presented, tracing their motivations to the origins of DS. The main ingredients of these approaches, the associated challenges and developed solutions are discussed.

To facilitate development and validation of the new DS strategy, an experimental testbed was constructed consisting of a uniaxial hydraulic shake table to serve as a 1DOF AMD, a resonant physical substructure, and hardware and software for controls. The architecture and design of this testbed and its detailed characterization through modeling and experiments are presented in Chapter 3.

Chapter 4 contains the main contribution of this work. Here, the new DS strategy is described, and its three essential features — simple control design, physical subsystem decoupling, and robust stability and accuracy, are demonstrated by means of shake table experiments using the 1DOF AMD and linear virtual substructures. Robustness is not discussed from a theoretical point of view, but rather by showing insensitivity to model variations in experiments. This chapter also contains a brief description of the path towards multi-input configurations and nonlinear virtual substructures.

Chapter 5 discusses a preliminary realization of the of the SFSI DS concept shown in Figure 1.1, using a 1DOF AMD. This is intended to be a proof of concept; design of the experiment is described and some interesting measurements are presented. Chapter 6 summarizes the conclusions and original contributions of this study.
Chapter 2

Background

This chapter discusses previous research on dynamic substructuring (DS), primarily in the earthquake engineering field, to provide context for the current work. A review of the evolution of DS that led to these approaches is presented, which consists of three ingredients — a tracking controller, a compensator and a time-integration scheme. Almost all DS strategies that can be found in the literature fall in this category, and these are called “conventional” in the following discussion. Developing algorithms within this framework has restricted the versatility of DS and its robustness in practical applications. The alternate approach presented in Chapter 4 departs from the conventional framework, resulting in much simpler control design, decoupling from the physical subsystem, and robust stability and accuracy.

2.1 Origins and evolution of substructuring

Experimental substructuring has been widely used in civil engineering testing applications during the last years. Seismic testing performed by (Reinhorn et al. [3] ; Shing et al. [4]) is an example.

The original conception of experimental substructuring in earthquake engineering was that of replacing one or more elements in a finite element model by physical elements. Mahin
et al. [5] and Shing et al. [4] provide a comprehensive exposition of this approach. The intention then was that the physically constructed elements would have no rate-dependent behavior, and that all such effects would be represented in the computer model. This form of testing was therefore termed substructure pseudo-dynamic testing. The test could be performed arbitrarily slowly (asynchronous pseudo-dynamic substructuring) and therefore, actuator dynamics was not an issue. The only extraneous features of concern were measurement noise and disturbance. These were considered in the same light as numerical round off and truncation errors, using adaptations of time-integration schemes. Again motivated by the modus operandi of the finite element method, a desired displacement would be imposed on the physical substructure using an actuator driven in closed-loop position control, and the interface force would be measured and fed back to the computer model. A typical substructure pseudo-dynamic test is shown schematically in Figure 2.1. The origins of the important roles played by a displacement-tracking controller and a time-integration scheme in the finite-element way of thinking is clear. Real-time substructure pseudo-dynamic experiments were also performed later for cases where the rate-dependent behavior of the system was important, using modified time-integration algorithms. In this case, the testing can be categorized as real-time pseudo-dynamic substructuring.

Dynamic substructuring was the next logical step, to investigate systems for which the inertia effects of the physical subsystem cannot be accurately represented in a computer model. It is obvious that such experiments must be performed in real-time. The main challenge in these configurations is the compensation for the additional actuator dynamics. The specific method can be used to perform experiments on configurations such as the one shown in Figure 2.2, specified to test a soil-structure interface. In this case, while the foundation system and the surrounding soil is physically constructed, the superstructure is simulated computationally. The earthquake excitation of the soil and the foundation system is provided by an earthquake simulator (shake table) while the interface conditions with the superstructure are imposed by an actuator. In this experiment, the physical subsystem has inertia effects. In other words, it offers resistance not only to deformation and rate of
Figure 2.1: Schematic of a typical substructure pseudo-dynamic test configuration — suppose it is known from analyses or observations in past earthquakes that only a portion of the multi-story building could potentially suffer severe damage; substructuring allows just this critical portion to be physically constructed, and yet be tested as though it were part of the whole building.
deformation, but also to acceleration.

Following the above discussion, there are different forms of experimental substructuring evolved in the past years depending on the system of interest. The classification of these forms of substructuring is shown schematically in Figure 2.3.

### 2.2 Approaches on Substructuring Algorithms

As discussed above, experimental substructuring consists of physical and virtual substructures interacting with each other. An interface condition between the subsystems is imposed on the physical subsystem and the work conjugate of the imposed condition is measured and fed back to the computational subsystems. Referring to the examples discussed earlier, the applied condition in the example shown in Figure 2.1 is displacement and the measured work conjugate is force. In the setup shown in Figure 2.2, the applied condition is force and the measured quantity is displacement. If the full structure were built, the interface be-
Experimental Substructuring
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Figure 2.3: Experimental substructuring classification
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Figure 2.4: Additional dynamics in DS experiment

tween the substructures is intrinsic—the substructures impose power-conjugate conditions at the interface depending on their relative impedance. For example, the stiffer substructure would determine the velocity at the interface and the more flexible substructure, the force. Gawthrop et al. [6] introduce the bond graph approach to thinking about substructuring in this way in terms of impedances. For the hybrid system however, an actuator is required to impose the desired condition at the interface and sensors are needed to measure the power-conjugate interface condition. These components introduce their own dynamics. The concept of substructuring with the additional dynamics is illustrated in Figure 2.4.

Hence, in the hybrid system some features are introduced that are extraneous to both
the full system and its mathematical model. More specifically, the additional features are: (1) the additional dynamics of the actuators and the transducers, (2) the natural feedback paths resulting from Newton’s third law and those used to control the actuators to track their reference signals, (3) the measurement noise and (4) the external disturbance.

An algorithm for substructuring must be composed of two components: (a) simulation of the computational subsystem and (b) compensation for the dynamics of the actuator and servo-control system. Accordingly, algorithms for substructuring experiments have been developed from two perspectives. The first one is the Numerical Analysis Approach, in which a numerical method conventionally used to computationally simulate the entire system is also used for experimental substructuring. For example, when a finite element discretization along with a time integration scheme such as Newmarks method is used, the physical subsystem is viewed as a special finite element. Another approach is the Control Systems Approach, in which the hybrid test system is viewed as a feedback system. The computational model plays the role of a controller and the physical subsystem, that of a plant. Such a viewpoint allows more convenient stability and robustness analysis.

In general, depending on the challenges of the several types of substructuring, different approaches have been considered. Murray et al. [7], Shao et al. [8] and, recently, McCrum et al. [9] provide an overview and discuss the difficulties associated with such experiments. In the case of pseudo-dynamic testing, for instance, the challenges are mainly related to numerical errors, while in dynamic substructuring the main issue is the addition of the actuator dynamics in the system. The approaches that have been considered by researchers to overcome these difficulties are presented here. However, it should be noted that it is not desired to produce an exhaustive literature review, rather than to create a broad classification of the different approaches on experimental substructuring.
2.2.1 Algorithms motivated by time-discretization strategies in Finite Element Analysis

A schematic representation of the approach motivated by time-discretization in the finite elements context is shown in Figure 2.5. This approach is primarily referred to pseudo-dynamic testing.

Techniques have been developed in the finite elements context to tailor the eigenvalues of the linearization to damp out the spurious effects of higher modes that are excited by numerical error. An example is the well-known $\alpha$-method of Hilber et al. [10]. Such techniques have been applied to substructure pseudo-dynamic testing as well, (see for example [11]) where measurement error and disturbance are even more significant than numerical error.

On the other hand, Bursi et al. [12] makes use of linear implicit algorithms. An example is the Rosen-brock algorithm which was used for real-time substructuring testing (Bursi et al. [13]). Such algorithms have been modified for testing of non linear structures as well (Bursi et al. [14]). Shing et al. [15] proposed a method so that the Hibler-Hughes-Taylor (HHT) $\alpha$-algorithm can be implemented in real-time testing, using a fixed number of sub-step iterations. The particular algorithm was later modified by Chen and Ricles [16] for real-time pseudo-dynamic testing on non-linear structures. Ou et al. [17] proposed a Runge-Kutta integration algorithm to reduce computational delays.

The term “unconditionally stable” is often used which implies that the linearization has stable eigenvalues independent of the time step. The linearized finite difference equations corresponding to the error dynamics are also considered and this is termed “error propagation analysis”. Approached in this manner, implicit time integration schemes are found to possess better stability properties. However, the main problem with implementing
an implicit scheme for experimental substructuring is that the operations on the physical substructure are not causal. In other words, it is not possible to iterate over the physical substructure in the same manner as with a numerical model. As a work-around for this problem, several strategies have been suggested including (a) various types of predictor-corrector methods (see for example Combescure et al. [18], Bonelli et al. [11], Zhang et al. [19], Wu et al. [20], Kolay et al. [21] and Mosqueda et al. [22]) (b) time-step staggering between the numerical and experimental components (Pegon et al. [23]) and (c) strategies that try to ensure that the physical substructure is loaded monotonically by using a Newton stiffness matrix that is more positive than the tangent stiffness matrix and by applying only a fraction of the Newton perturbation in every iteration (Shing et al. [24]). The analysis of stability in these cases becomes somewhat heuristic. Chen and Ricles [25] performed a stability analysis procedure at discrete time content. The actuator delay and the integration algorithm are both modeled by discrete transfer functions, combined together to represent the real-time hybrid structure.

2.2.2 Modified numerical algorithms for real-time pseudo-dynamic testing

Modifications of the algorithms discussed in the previous subsection have been developed to perform pseudo-dynamic testing in real-time. This is of interest when the physical substructure has rate-dependent behavior, such as in the case of commonly used damping and seismic isolation devices. Nakashima et al. [26] was the first to perform this type of simulation, using a staggered central difference method. Two interesting strategies under this category are those developed by Shing et al. [27] and Bayer et al. [28]. Both these strategies employ multi-rate sampling with two sampling times. The larger sampling interval corresponds to the time-step of the difference equation while a Newton iteration is performed at every instance of the smaller sampling time. In an attempt to ensure monotonic loading of the physical substructure within every time-step, after every Newton iteration, only a fraction of the computed perturbation was applied to the physical substructure. A linear
interpolation was used for this purpose by Bayer et al. [28] and a quadratic interpolation by Shing et al. [27]. In both strategies, actuator dynamics is implicitly recognized by using the measured displacement at the interface instead of the desired displacement in the Newton iterations. Interestingly, the example presented by Bayer et al. [28] also includes inertia effects in the physical substructure. It can also be shown that these approaches are closely related to the idea of internal model control presented by Sivaselvan [29].

2.2.3 Approaches on actuator dynamics compensation

In the case of dynamic substructuring, in order to perform successful experiments, it is crucial to compensate for the additional dynamics of the actuator. Extensive research has been conducted to overcome this difficulty and several approaches have been considered. Some of them, model the actuator dynamics as pure time-delay, while others consider the dynamics of the actuator as part of the system to be controlled. In some cases, the actuator dynamics are recognized but not compensated for. These different approaches are discussed in detail below.

2.2.3.1 Approaches that model actuator dynamics as a pure time-delay

Horiuchi et al. [30,31] were the first to explicitly consider actuator dynamics. In this work, the actuator is modeled as a pure time-delay and a compensation technique is developed using polynomial extrapolation. Nakashima et al. [32] also used a variation of this approach for real-time pseudo-dynamic testing of seismic isolation bearings. Darby et al. [33–35] present polynomial compensation as well as linear lead compensation as strategies to compensate for actuator delay. Blakeborough et al. [36] and Nakashima [37] present comprehensive discussions of this approach. Wallace et al. [38] present an adaptive polynomial compensation strategy.

Similarly, Chen and Tsai [39] used a dual compensation strategy using adaptive time delay estimation to compensate for the phase lead and the restoring force of the actuator. An adaptive-lead compensator was also used by Chen and Tsai [40] for the test of an
isolation system consisted of magnetorheological (MR) dampers and elastomeric bearings. Mercan and Ricles [41] performed stability analysis using a procedure called pseudo-delay technique. An extrapolation procedure was used by Ahmadizadeh et al. [42] to compensate for the delay of the hybrid system.

Gonzalez-Buelga et al. [43] look the hybrid simulation of a pendulum (nonlinear component) coupled to a mass-spring-damper system (linear system). The former is the physical substructure while the latter is virtual. The interface displacement is imposed by a position servo and the resulting interface force is measured and fed back to the numerical model of the virtual substructure. The dynamics of the servo is considered to be a pure-time delay and is compensated for using a (linear) polynomial predictor. The hybrid system is shown to exhibit parametric resonances that are shown by the full system. Kyrychko et al. [44] also study the same problem. They also consider the actuator dynamics to be a pure time-delay. However, instead of compensating for it, they explore the stability boundaries of the hybrid system with the delay using the theory of delay differential equations and show that for certain critical values of the delay a Hopf bifurcation occurs. This approach to stability analysis was presented by Wallace et al. [45]. When the physical substructure is mechanically stiff, a mixed force-displacement control strategy is presented by Pan et al. [46].

2.2.3.2 Systems approach without compensation of actuator dynamics

Outside of civil engineering, experimental substructuring has been considered in terms of the feedback interaction between the two substructures. In some of these cases, while effect of actuator dynamics of destabilizing the feedback system is recognized, no explicit measure is taken to compensate for it. The work of Peterson [47] is an example. Plummer [48] discusses two applications of hybrid simulation (which he terms Model-in-the-loop Testing - MiL) in automotive testing, in particular, testing of motor sports cars. In the first application, a hydraulically actuated four poster test rig is used, the entire car is the physical substructure and the virtual substructure is a numerical aerodynamic model. In the second application,
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A hub-coupled rig is used, the car without its wheels and tyres is the physical substructure and a numerical model of the tyres is the virtual substructure. The actuators are operated in closed-loop position- or force-control depending on whether the interface element in the physical substructure is a stiffness or a mass. A “framework” is presented that provides for these possibilities. The closed-loop dynamics of the actuators is compensated for in one of the applications using a lead compensator. The author suggests that compensation for the closed-loop dynamics of the actuator would be effective in improving the performance of the MiL system and proposes using more general linear filters for this purpose.

2.2.3.3 Approaches that consider general actuator dynamics

These approaches use what is usual in control engineering, of considering the dynamics of the actuator as part of the system to be controlled. In all of the reported work, the actuator is considered along with a tracking feedback controller. This feedback loop is referred to as the “inner loop.” The control loop implementing the hybrid simulation is then referred to as the “outer loop.” As mentioned previously, lead compensation strategies have been used for actuator delay compensation. In the place of a lead-compensator, Carrion and Spencer [49] use an inverse dynamics compensation procedure. This method was combined with Darby’s online delay estimation procedure (Darby et al. [35]) to develop an “integrated compensation” method by Liu et al. [50].

Gawthrop et al. [51] consider the robust stability of a feedback system by treating it as a perturbation of the system, shown in Figure 2.6. They consider the nominal system to have linear dynamics and formulate the hybrid system dynamics in such a way that the actuator dynamics is a multiplicative perturbation of the full system dynamics. Then, they use standard results from SISO robust control theory (see for example Doyle et al. [52]) to obtain conditions on the actuator transfer function for stability of the hybrid system. They also present three “robustness compensators” that result in a larger set of actuator dynamics that result in a stable hybrid system — (a) increasing the damping in the virtual subsystem, (b) a linear lead compensator and (c) and internal model compensator. The first
two strategies result in misrepresentation of the virtual substructure while the third requires a reasonable mathematical model of the physical substructure. To overcome the problems related with instabilities caused by the actuator dynamics, Gawthrop [53] also proposes an emulated-based control strategy, which emulates the inverse of a transfer system which is not causally invertible.

Another control systems approach that has been taken to substructuring is model reference control (Wagg et al. [54], Neild et al. [55], [56]). The idea is to break up the feedback system of Figure 2.6 as shown in Figure 2.7a, and pose the problem as finding a control \( u \), that results in the output \( y_2 \) of the physical substructure tracking the output \( y_1 \) of the virtual substructure, i.e., the conditions at the boundary are compatible. Figure 2.7a can be rearranged as shown in Figure 2.7b [57] along with feedforward and feedback. Stoten et al. [57] develop linear controllers as well as an adaptive controller using the “Minimal Control Synthesis” idea and show using a numerical example that the the adaptive controller performs better than the linear controller.

Other control systems strategies include the use of advanced adaptive controllers. Bonnet et al. [58] developed a method which involves the use of a minimal control synthesis with modified demand (MCSmd) controller combined with a multi-tasking strategy. In this particular study, a controller was created for each controller without considering the cou-
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Figure 2.7: Model Reference Control
pling of the actuators. To overcome this issue, Phillips and Spencer [59] proposed a method which deals with the control of multiple actuators.

Gao et al. [60] introduces a strategy which includes the use of a digital $H_{\infty}$ controller to control the actuator’s motion, while Ou et al. [61] uses a similar approach for actuator’s control. Li et al. [62] uses an antiwindup (AW) technique to deal with the actuator’s saturation. As an alternative approach, Li et al. [63] also made use of an online model predictive control (MPC) approach, utilizing a framework which totally separates the numerical from the experimental substructure. This framework is further refined (Li [64]) to explicitly define the relation of the substructure and the signals of the overall system.

Elorza [65] discusses broader possibilities for real-time substructuring. More specifically, the actuators are not viewed as a transfer system in the contrast, a generic differential notation is introduced. Tu [66] uses numerical-substructure-based (NB) and output based controllers using transfer function and state space techniques to classify control systems in a systematic way. Tu et al. also [67] use this frameworks by adding output-based adaptive techniques, and test their effectiveness on isolated structural systems. Tu et al. [68] also performs an investigation into substructurability and synchronization of this approach. Chae et al. [69] propose the use of an adaptive compensator, which updates the gains of the hydraulic actuator at each time step of the real-time testing. Since this approach does not include user-defined adaptive gains it provides an improved approach compared to the methods where the gains should be calibrated before the experiment.

In order to systematically predict the robustness of an individual substructure, termed “dominative substructure” and to evaluate the performance of the dynamic substructuring system during an experiment, Huang et al. [70] proposes a method using techniques of Lyapunov function and linear matrix inequalities (LMI).

In recent studies, measure of the performance of real-time experimental substructuring is investigated. Mosqueda et al. [71] provides qualitatively the effect of the error in the actuator tracking. Guo et. al [72] proposes a more quantitative frequency response approach to estimate the error of the actuator tracking using a frequency evaluation index. Maghareh
et al. [73] introduce a predictive performance indicator (PPI) to estimate how sensitive the simulation is to phase discrepancies caused by the actuator dynamics and other delays. Chen et al. [74] used this approach on multi-degree-of freedom (MDOF) systems to identify the effect of the tracking error of the actuator for the case when multiple structural models exist.

2.2.4 Dynamic Substructuring using shake tables

While there has been significant work on real-time substructuring in the last several years, there have been relatively limited applications of dynamic substructuring using shake tables. Igarashi et al. [75, 76], Lee et al. [77] and Ji et al. [78] use a shake table to virtually represent lower stories of a building model. Neild et al. [56] discuss control systems issues in this type of testing. Günay and Mosalam [79] perform hybrid simulation of electrical insulator posts, which are an example of distributed mass systems, representing support structures virtually by means of a shake table. Later [80, 81], they develop and perform real-time experiments and parametric studies on high voltage disconnect switches. They also propose an enhancement of the real-time hybrid simulation control approach by adding velocity and acceleration in the conventional displacement control, [82]. Zhang et al. [83] investigate the challenges of DS using shake tables, utilizing an acceleration tracking controller.

Although not shake tables, similar devices were used by Bayer et al. [28] and Gonzalez-Buelga et al. [43].

Studies using multiple shake tables and actuators to represent substructures as proposed here are even fewer. This necessitates use of dynamic force control, which is a challenging problem in itself (Sivaselvan et al. [84]). The authors have used a combination of shake tables and external actuators for dynamic hybrid testing of building models (Reinhorn et al. [3]). Shao et al. [85] perform such tests to model numerical substructures at the top and bottom of the experimental substructures. Nakata and Stehman [86] present a numerical simulation of a shake table representing building upper stories.
2.3 Conventional approach to SFSI DS

It is clear from the previous discussion that extensive research has been conducted in the last decades to overcome challenges related to substructuring. Specifically, for the case of dynamic substructuring, significant effort has been made to deal with the additional dynamics of the actuators. However, the application of such experiments is limited to relatively simple experimental configurations. Therefore, the investigation of the response of complex systems, such as SFSI, cannot be successfully performed using the conventional approach. Wang et al. [87] attempted to perform DS experiments on SFSI systems, for which the soil was numerically simulated, i.e. it was the virtual subsystem. However, due to the complexity of the response of the soil during an earthquake, it is preferable to perform experiments for which the physical subsystem is the soil and the superstructure, which can be more accurately modeled, is the virtual subsystem. The challenges of such an experiment are summarized in the following section, underlying the need for a simpler approach in DS experiments. The simplified approach proposed in this dissertation is briefly described in contrast with the conventional approach.

2.4 Problem formulation of SFSI DS

A conceptual example of a DS configuration is shown in Figure 1.1 (a preliminary realization of this concept is presented in Section 5.1).

Here, the soil-foundation model is the physical subsystem (PS), and a superstructure model is the virtual subsystem (VS). The active mass driver (AMD), described in Chapter 3, is to mimic the superstructure impedance. This could be accomplished by using feedback of the foundation motion, and driving the proof mass appropriately, to produce forces representative of the virtual superstructure on the foundation.

This suggests thinking in terms of the arrangement shown in Figure 2.8a. Indeed, the conventional approach starts here. The AMD has to operate in a control mode in which it has to track a reference force command. One quickly recognizes that the AMD feels the
motion of the foundation as well, as shown in Figure 2.8b. This is called control-structure interaction [88,89]; thus the tracking controller has the PS in its feedback path. The AMD cannot track a force command exactly over all frequencies; in fact, deviation from exact tracking could result in instability, particularly when the PS is lightly damped [45,53]. To alleviate the effects of inexact tracking, a “compensator” is used as shown in Figure 2.8c. Finally, the conventional approach also typically consists of a numerical time integration scheme to simulate the VS independently of the controls. In Figure 2.8d, a more typical DS arrangement is shown, where the input to the DS is displacement.

Thus, the three ingredients common to most conventional approaches are

1. A tracking controller with the PS in its feedback path

2. A compensator to mitigate inexact tracking
3. A numerical integration scheme for the VS

As described previously in this chapter, most of the literature on DS, is on one or a combination of these ingredients.

2.5 Concluding remarks

Significant effort has been made to successfully perform DS experiments. The approaches conventionally used are formed with the finite-element approach in mind, leading to the need of tracking controllers, compensators and time-integration schemes. Attempts to perform DS experiments using these techniques are complicated and prone to inaccurate results or even instability of the entire simulation, limiting the effectiveness of DS.

Moving towards the development of a simpler approach, there is need to depart from the three-ingredient conventional framework. During the simulation the focus of the study should be the response of the physical substructure, while the virtual substructure needs only to be represented to the extent of meaningful boundary conditions, exact tracking of the displacement or force is, hence, not necessary.

Using the control design presented in Chapter 4, the compensation of the actuator’s dynamics and the use of complicated integration schemes is not required. This largely simplifies the controller design, however it is necessary to remedy situations for which the computed controller is unrealistic.
Chapter 3

Development testbed for dynamic substructuring

3.1 Introduction

As an environment to implement and evaluate the new dynamic substructuring (DS) strategy described in Chapter 4, a development testbed is built. As shown in Figure 3.1, it consists of

1. a uniaxial hydraulic shaker to serve as a 1DOF active mass driver (AMD)
2. a resonant physical subsystem
3. various hardware and software components for measurement and control.

The goals in building this testbed are that

- it be amenable to reliable mathematical modeling, so that the testbed can be used with confidence to evaluate DS results subsequently,
- it allows for repeatable experiments over a wide range of frequencies,
- it be forgiving of errors during development (for example, if an instability occurred, it would not damage the system)
This chapter discusses the architecture and design of the testbed that reflect the above objectives, and presents the mathematical modeling and experimental characterization of this testbed.

3.2 Uniaxial hydraulic shaker

3.2.1 Concept

In dynamic substructuring applications, shakers can be used to apply interface conditions between virtual and physical subsystems. Such use may be of two types, (a) to apply motion from a virtual subsystem at the base of a physical subsystem (for example, [82]), and (b) to apply forces from a virtual subsystem atop of a physical subsystem. The former configuration is similar to the use of shake tables in usual seismic testing, while the latter is
Figure 3.2: Uniaxial shaker used as an active mass driver (AMD); details are shown in Figure 3.8

reminiscent of the active mass driver (AMD) concept in structural control, and of eccentric mass shakers.

The uniaxial shaker presented in this chapter is intended primarily for the latter purpose, to function as an AMD. It consists of a moving mass, called proof mass in the AMD context [90], driven by a hydraulic actuator mounted on a base plate (Figure 3.2); when the actuator drives the proof mass with a certain acceleration, a force equal to the mass times that acceleration is applied at the base. The proof mass is designed as a platform, so that the shaker can also be used as a shake table in other applications. To be able to readily place the shaker as an AMD over different physical subsystems, including on a foundation model in the Soil-Foundation-Structure Interaction (SFSI) application described in Chapter 5, it is desirable for the shaker to have a compact footprint. For this, the hydraulic actuator is placed under the platform as seen in Figure 3.2. The platform is consequently elevated by means of four posts. The posts are supported by low-friction recirculating ball bearings that slide on guide rails attached to the base plate. To connect the actuator symmetrically
to the platform, the closed housing on what is usually the reaction side of the actuator is removed, so that both piston ends are exposed. Swivels are attached on both piston ends, and tied to the platform through connecting blocks. The body of the actuator is mounted on the base plate by means of angle brackets bolted to the end caps as shown in Figure 3.8. The elevated configuration of the platform makes it more flexible, potentially lowering its natural frequency. In order to ensure that the natural frequency of the platform itself is much higher than all frequencies of interest, it is stiffened suitably. The proof mass is thus made up of the platform, posts, connecting blocks, bearings, swivels, the actuator piston and the stiffening elements. Detailed design of the various components of the shaker is presented in Section 3.2.3. A representative mathematical model is used to guide this design. This model, discussed next, is also used in dynamic substructuring control design in Chapter 4.

### 3.2.2 Modeling

The behavior of a hydraulic actuator has a number of nonlinear features. Several researchers have developed mathematical models for such systems. This subsection begins by discussing a nonlinear shaker model. For the purposes of the work reported here, specifically for the control design in Chapter 4, a linear model is found to much simpler and adequate. Implications of using a controller designed based on a linear model even in the presence of nonlinear effects in the system are illustrated in Section 4.4.1.1. As discussed at the end of Section 3.2.2.1, the nonlinear model has more parameters that are difficult to identify separately. For these reasons, the nonlinear model is linearized. The linear model reveals the concepts of oil column frequency and damping, which characterize dynamic performance of the shaker. Understanding of the essential dynamics gained from these models forms the basis for its design and construction, described in the next subsection.
3.2.2.1 Nonlinear model

The modeling of the hydraulic shaker presented here mainly follows Merritt [95]. A simplified representation is shown in Figure 3.3. The system consists of a 4-port type servovalve and a double-ended actuator that is connected to the proof mass. It should be noted that this is referred to as the platform when the shaker is used as a shake table, or the proof mass in the AMD context. The servovalve ports have identical properties, and both sides of the actuator piston have the same area, \( A_p \), resulting in a symmetric configuration. \( A_p \) is the area exposed to oil pressure, and excludes the area of the piston rod. The servovalve spool itself is generally driven by hydraulic flow, and its position is regulated by mechanical feedback (in two-stage valves) or servo control (in three-stage valves). However, to begin with, it is assumed that the spool position is directly controlled, and considered as the input, \( u_v \), in the model. The servovalve dynamics will be included in the model later, in Section 3.2.2.4. The model is developed in three steps.

1. **Flow through the servovalve ports:** For each servovalve port, the flow through the port depends on the pressure difference \( \Delta P \) across the port and the area of opening of the port. The area of opening in turn depends on the spool position, \( u_v \). Thus the port flow (volume per second) can be expressed as a function, \( Q(\Delta P, \pm u_v) \). The specific form of the function \( Q \) is discussed later in this section. Referring to Figure 3.3, taking the spool displacement to be positive going left, the flows in the four ports of the servovalve can be written as

\[
Q_1 = Q(P_S - P_1, u_v); \quad Q_2 = Q(P_1 - P_R, -u_v); \quad Q_3(P_2 - P_R, u_v); \quad Q_4(P_S - P_2, -u_v) \tag{3.1}
\]

where \( P_S \) and \( P_R \) are the hydraulic pump supply and return pressures.

2. **Conservation of oil mass in the actuator chambers:** Conservation of mass for each of the two chambers of the actuator can be stated as

\[
\rho(P_i)(Q_{in,i} - Q_{out,i}) = \frac{d}{dt}(\rho(P_i)V_i), \quad i = 1, 2
\]
Figure 3.3: Schematic of a uniaxial hydraulic shaker ($P_S$ and $P_R$ are the supply and return pressures, $u_v$ is the servovalve spool displacement considered here to be the input to the model, $P_1$ and $P_2$ are the pressures in actuator chambers 1 and 2, and $M_t$ and $x_t$ are the mass and displacement of the proof mass)
where \( \rho \) is the oil density, a function of the pressure, \( Q_{\text{in}} \) and \( Q_{\text{out}} \) are the flows into and out of the chamber, and \( V_i \) is the volume of the chamber. Dividing through by \( \rho \), and using the relationship \( \rho \frac{d\rho}{dP} = \kappa \), the bulk modulus of the hydraulic oil, we get

\[
Q_{\text{in},i} - Q_{\text{out},i} = \dot{V}_i + V_i \frac{\dot{P}_i}{\kappa}
\]

If \( x_m \) is the midstroke position of the actuator piston, then \( V_1 = A_p(x_m + x_t) \) and \( V_2 = A_p(x_m - x_t) \). Some leakage flow is accounted for across the piston from chamber 1 to chamber 2, and is modeled as laminar flow proportional to the pressure difference between the chamber. Such a leakage flow is of the form, \( K_l(P_1 - P_2) \), \( K_l \) being a leakage coefficient. Putting all this together, conservation of mass in the two actuator chambers leads to

\[
\dot{P}_1 = \frac{\kappa}{A_p(x_m + x_t)}(Q(P_S - P_1, u) - Q(P_1 - P_R, -u) - K_l(P_1 - P_2) - A_p\dot{x}_t)
\]
\[
\dot{P}_2 = \frac{\kappa}{A_p(x_m - x_t)}(Q(P_S - P_2, -u) - Q(P_2 - P_R, u) + K_l(P_1 - P_2) + A_p\dot{x}_t) \tag{3.2}
\]

3. **Equation of motion of the proof mass**: The total force on the proof mass is \( A_p(P_1 - P_2) \). Thus, again referring to Figure 3.3, the equation of motion of the proof mass is

\[
M_t\ddot{x}_t = A_p(P_1 - P_2) \tag{3.3}
\]

Combining equations (3.2) and (3.3), the nonlinear model can be written as

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{A_p}{M_t}(x_3 - x_4) \\
\dot{x}_3 &= \frac{\kappa}{A_p(x_m + x_1)}(Q(P_S - x_3, u_v) - Q(x_3 - P_R, -u_v) - K_l(x_3 - x_4) - A_p x_2) \tag{3.4} \\
\dot{x}_4 &= \frac{\kappa}{A_p(x_m - x_1)}(Q(P_S - x_4, -u_v) - Q(x_4 - P_R, u_v) + K_l(x_3 - x_4) + A_p x_2)
\end{align*}
\]

where
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A specific form of the port flow function used in equation (3.1) is now considered. This stems from Bernoulli’s equation, and is applicable in the turbulent flow regime, where the ports primarily operate [95]. The flow through the servovalve port depends on the pressure difference across the port, and on the area of opening of the port, $A_o$.

$$Q(\Delta P, u_v) = C_d A_o(u_v) \sqrt{\frac{2\Delta P}{\rho}} \quad (3.5)$$

The area of opening is itself a function of the spool displacement, $A_o(u_v)$. This function is difficult to define exactly, since it would depend of the exact geometry of the ports, but is shown qualitatively in Figure 3.4. The hydraulic fluid density, $\rho$, can be taken as $8.5 \times 10^{-6} \text{lbm}^2/\text{in}^4$, and the discharge coefficient, $C_d$, for the port orifices as 0.6 [95]. For practical use, the flow function can be written by aggregating the various parameters, as

![Figure 3.4: Qualitative nature of the servovalve orifice opening function $A_o(u_v)$](image)
\[ Q(\Delta P, u_v) = K_V a_o(u_v) \sqrt{|\Delta P|} \text{sgn}(\Delta P) \]  

(3.6a)

where \( K_V \) is a valve coefficient, and \( a_o \) is a function that varies between zero when the port is closed, and one when fully open. Corresponding to the idealized shape of Figure 3.4a, \( a_o \) may be written as

\[ a_o = \min(\max(u_v, 0), 10)/10 \]  

(3.6b)

so that it is zero when the valve command is zero and one when the valve command is 10V.

Model parameters

1. **Area of the piston, \( A_p \), and midstroke position, \( x_m \):** These properties are given by the manufacturer’s specifications of the actuator used in the system.

2. **Proof mass, \( M_t \):** The proof mass of the system is equal to the mass of the moving part of the shaker and can be almost exactly (except for the piston rod) measured directly using a scale.

3. **Supply and return pressures, \( P_S \) and \( P_R \):** The supply pressure \( P_S \) is determined by the hydraulic pump used, and is typically 3000psi, while the return pressure is taken to be approximately equal to the atmospheric pressure, hence \( P_R \simeq 0 \).

4. **Bulk modulus of the oil, \( \kappa \):** This is a property of the hydraulic oil flowing through the ports of the servovalve. According to the literature [95], a value of \( \kappa = 10^5 \frac{\text{lb}}{\text{in}^2} = 10^5 \text{ psi} \) is considered to be a good approximation for the bulk modulus of oil; however, its value can fluctuate due to several factors, such as changes in temperature.

5. **Valve coefficient, \( K_V \):** \( K_V \) can be obtained from the specifications of the servovalve. For example, the specifications for the MTS252.25 servovalve [96] (see section 3.2.3) state that its rated flow is 15gpm \((57.75\text{in}^3/\text{s})\) at a load pressure of 1000psi. This means that the piston velocity is constant, and \( P_1 - P_2 = 1000\text{psi} \) at \( u_v = 10\text{V} \).
From equations, \(3.4\), at steady state, \(P_1 + P_2 = P_S + P_R = 3000\text{psi}\). Solving, we get \(P_1 = 2000\text{psi}\) and \(P_2 = 1000\text{psi}\). The pressure drop across a servovalve port, \(P_S - P_1 = P_2 - P_R = 1000\text{psi}\). Substituting in equation (3.6a), \(57.75\text{in}^3/\text{s} = K_V \cdot 1 \cdot \sqrt{1000\text{psi}}\), giving \(K_V = 1.826\text{in}^3/\text{s}/\sqrt{\text{psi}}\).

6. **Leakage coefficient,** \(K_1\): The leakage coefficient \(K_1\) is used to approximate flow around the piston, and cannot be estimated from any accessible measurements. It is back-calculated from the experimentally determined damping ratio using equation (3.9).

**Sources of nonlinearity** It is evident from equation (3.4) that the model is nonlinear. The sources of the nonlinearity in the system are (i) the terms \(\frac{\kappa}{A_p(x_m - x_1)}\), which are nonlinear in the displacement \(x_1\), and (ii) the flow equation \(Q\) which is given by the nonlinear equation (3.5). Additional nonlinear phenomena, such as friction, have not been explicitly included in the model. However, friction in the system is characterized in Section 3.5.1. Experimental observations described in Section 4.5.4, show that even a small amount of friction can play a critical role in dynamic substructuring experiments. For the purpose of control design for dynamic substructuring, a linear model is preferable; hence the nonlinear model (3.4) is linearized next.

### 3.2.2.2 Linearization

For input \(u_v = 0\), it is readily seen that the equilibrium points of the model (3.4) are given by

\[
x_1^* \in (-x_m, x_m); \quad x_2^* = 0; \quad x_3^* = x_4^* = \frac{P_S + P_R}{2}
\]

Assuming that the orifice opening function \(A_o(u_v)\) has the realistic form shown in Figure 3.4b, it is differentiable at \(u_v = 0\). Since \((P_S - P_R)/2 \gg 0\), the flow function (3.5) is also differentiable at the equilibrium point. Therefore, equation (3.4) can be linearized as
\[ \dot{x} = Ax + Bu_v \]  

(3.7a)

where

\[ A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & A_p & 0 \\
0 & -\frac{\kappa}{x_m} & -\frac{\kappa}{A_p x_m} \left( K_1 + 2 D_1 \left( \frac{P_s - P_R}{2}, 0 \right) \right) & -\frac{\kappa}{A_p x_m} \\
0 & \frac{\kappa}{x_m} & \frac{\kappa K_1}{A_p x_m} & -\frac{\kappa}{A_p x_m} \left( K_1 + 2 D_1 \left( \frac{P_s - P_R}{2}, 0 \right) \right)
\end{bmatrix} \]

\[ B = \begin{bmatrix}
0 & 0 & 2\kappa A_p x_m D_2 Q \left( \frac{P_s - P_R}{2}, 0 \right) - 2\kappa A_p x_m D_2 Q \left( \frac{P_s - P_R}{2}, 0 \right)
\end{bmatrix}^T \]  

(3.7b)

In the above, \( D_i \) denotes derivative with respect to argument \( i \).

The eigenvalues and eigenvectors of the linearization can be calculated symbolically, and written in the form

\[ \lambda_1 = 0 \]
\[ \lambda_{2,3} = -\zeta_{oil} \omega_{oil} + i \omega_{oil} \sqrt{1 - \zeta_{oil}^2} \]
\[ \lambda_4 = -\frac{2\kappa}{A_p x_m} D_1 Q \left( \frac{P_s + P_R}{2}, 0 \right) \]

\[ v_1 = (1, 0, 0, 0) \]
\[ v_{1,2} = \left( x_m \frac{\lambda_2,3}{\lambda_{2,3}}, x_m \lambda_{2,3}, \kappa, -\kappa \right) \]
\[ v_4 = (0, 0, \kappa, \kappa) \]

(3.8)

Remarks:

- Mode \( v_1 \) is the proof mass moving as a rigid body without resistance.
- The complex conjugate pair of eigenvalues corresponds to what is commonly referred to as the **oil-column resonance**, with frequency and damping ratio

\[ \omega_{oil} = \sqrt{\frac{2A_p \kappa}{M_t x_m}} \]
\[ \zeta_{oil} = \left( K_1 + D_1 Q \left( \frac{P_s - P_R}{2}, 0 \right) \right) \sqrt{\frac{M_t \kappa}{2A_p^3 x_m}} \]  

(3.9)

- The oil-column frequency may be thought of as that of a mass \( M_t \) connected to two springs (the oil in the two actuator chambers) of stiffness \( \kappa A_p / x_m \).
It is interesting to note from equation (3.9) that the damping ratio of the oil-column resonance is associated with imperfections — leakage flows in the actuator and servo-valve.

The chamber pressures appear in the oil-column resonance mode in the form of difference of chamber pressures. It is also this differential pressure that is most commonly measured in hydraulic actuators.

The mode $v_4$ consists of the sum of the chamber pressures. It is associated with a negative real eigenvalue, and is therefore stable. It is orthogonal to the other three modes, and $v_4^T B = 0$. Therefore, this mode is uncontrollable with the valve displacement input in the linearization about the midstroke equilibrium point. $v_4$ also does not have any motion components, and is therefore unobservable from the shake table position and differential pressure measurements.

The last two observations suggest that the number of states can be reduced by a coordinate transformation, so that the difference and sum of the pressures are states rather than the chamber pressures themselves. Therefore the following coordinate transformation is applied,

$$T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 1 & 1 \end{bmatrix}$$

In the new coordinates, dropping the sum of the pressures state, rewriting in terms of $\omega_{oil}$ and $\zeta_{oil}$, and also adding a base acceleration as an additional exogenous input, the model becomes

$$\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & \frac{A_p}{M_t} \\ 0 & -\frac{\omega_{oil}^2 M_t}{A_p} & -2\zeta_{oil}\omega_{oil} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ d \end{bmatrix} u_v + \begin{bmatrix} 0 \\ -1 \end{bmatrix} w \quad (3.10)$$

where
\( x_1 = \) table displacement \((x_t)\)
\( x_2 = \) table velocity \((v_t)\)
\( x_3 = \) differential pressure in actuator’s chambers \((P_1 - P_2)\)
\( u_v = \) valve command
\( w = \) base acceleration (exogenous) input

and

\[
d = \frac{4\kappa}{Ap x_m} D_2 Q \left( \frac{P_S - P_R}{2}, 0 \right)
\]  

(3.11)

### 3.2.2.3 Hydraulic controller

The shake table is driven by a hydraulic controller (Section 3.4.1), which in all of the configurations discussed here, is operated in closed-loop displacement mode. The command to the controller is a reference displacement, \(u\), and it implements the feedback,

\[
u_v = K_e (u - x_1) - K_d x_2 - K_p x_3
\]  

(3.12)

where again, it is assumed that the valve spool position can be commanded directly. \(K_e\), \(K_d\) and \(K_p\) are the proportional, derivative and \(\Delta P\) gains of the hydraulic controller.

Substituting equation (3.12) into the linearized model (3.10), the following dynamics of the closed-loop shaker are obtained.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & \frac{Ap}{M} \\
-dK_e & -(dK_d + \frac{\omega^2_{oil} M_e}{Ap}) & -(dK_p + 2\zeta_{oil}\omega_{oil})
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
dK_e
\end{bmatrix} u +
\begin{bmatrix}
0 \\
-1 \\
0
\end{bmatrix} w
\]  

(3.13)

Equation (3.13) is one of two models used repeatedly in what follows to represent the closed-loop shaker dynamics (the other is equation (3.14) below, including servovalve dynamics). It should be mentioned that for the experiments presented in this work, only the proportional, \(K_e\), and \(\Delta P\), \(K_p\), gains were used.
3.2.2.4 Model including servovalve dynamics

So far, the dynamics of the servovalve have not been accounted for. Instead, it has been assumed that the spool position can be controlled directly. However, experiments suggest that the servovalve plays a noticeable role in the system dynamics (Section 3.5.1). A physics-based model of the servovalve is difficult to build, since the parameters of such a model cannot be readily determined. Furthermore, manufacturers’ technical specifications of servovalves often do not provide sufficient detail. The servovalve is therefore modeled here as a generic first order transfer function,

\[ x_4 = \frac{\alpha_s}{s + \alpha_s} u_v \]

or equivalently, as a differential equation,

\[ \dot{x}_4 = -\alpha_s x_4 + \alpha_s u_v \]

where \( u_v \) is now the valve command, and \( x_4 \) is the spool displacement. It will be seen later that such a model is appropriate for the servovalve used in this work. The linearized shake table model can be thus modified to include servovalve dynamics as

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{pmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \frac{A_p}{M_t} & 0 \\
0 & -\omega_{oil}^2 M_t & -2\beta_{oil}\omega_{oil} & d \\
-\alpha_s K_e & -\alpha_s K_d & -\alpha_s K_p & -\alpha_s
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{pmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0 \\
\alpha_s K_p
\end{bmatrix} u + \begin{bmatrix}
0 \\
-1 \\
0 \\
0
\end{bmatrix} w \tag{3.14}
\]

The mathematical models developed thus far guide the design and construction of the shaker to be used as an AMD in this work. This process is described in the next subsection.

3.2.3 Design and construction

This subsection describes detailed design of the shaker concept outlined in Section 3.2.1. The different requirements and constraints that arise in designing a shaker for use as an AMD in dynamic substructuring, and the measures taken to satisfy them are discussed.
1. **Compact footprint requirement** The shaker is to be used as an AMD (a) as part of the testbed configuration (Section 3.5) in DS experiments described in Chapter 4, and (b) in the soil-foundation-structure interaction application of Chapter 5. In view of the latter application, the shaker’s plan dimensions are chosen so that it can be placed in the 16.5ft × 9ft internal space of the SEESL geotechnical laminar box [97] with sufficient clearance from the boundaries of the box. For this, the plan dimensions of the shaker have to be in the range of 4 to 5ft square. For the configurations of Section 3.5 and Chapter 4, the shaker and testbed are attached to the SEESL strong floor and the extension frames of a SEESL 6-DOF shake table [98], both of which have a 2ft × 2ft hole pattern. Therefore, the plan dimensions of the shaker are selected to be 4.5ft × 4.5ft, so that it can be tied to the strong floor and to the shake table extension at eight points, with enough clearance from the tie holes to the edges of its base plate (see the eight 1\(\frac{1}{4}\)in diameter holes in the plan view in Figure 3.5; Figure 3.2 also shows the tie points on the base plate). To accommodate a sufficiently large platform and an actuator to meet the force and stroke demands anticipated in the above applications, while keeping the footprint as small as possible, the actuator is placed under the platform as shown in Figure 3.8 and in the elevation in Figure 3.5.

2. **Actuator and servovalve characteristics** A MTS 244.12 actuator (serial number 585) is selected, with a 5.5kip nominal force rating [91]. The effective piston area, \(A_p = 2.10\text{in}^2\). The dynamic stroke of the actuator is 6in (i.e., \(x_m = 3\text{in}\)) and the static stroke is 7.2in. The actuator is fitted with an MTS 252.25 (MOOG model number 760F264A) servovalve with a rated flow of 15gpm [96,99]. This actuator, when placed under the platform fits within the desired plan dimensions. It also meets the force, stroke and velocity demands anticipated in the intended applications. Performance curves for MTS 252 series servovalves, taken from reference [96], are shown in Figure 3.6. The curve for the 252.25 valve shows a significant change of slope at 30Hz. This is used as the cutoff frequency when modeling the servovalve. Thus in equation (3.14), \(\alpha_s = 2\pi30\text{rad/s}\).

3. **Trade off between frequency bandwidth and stroke/velocity limits** With the actuator specifications established, the proof mass can be sized. In doing so, a fundamental
Figure 3.5: CAD drawing of the uniaxial shaker
Figure 3.6: Servovalve performance curve [96] — see curve corresponding to MTS 252.25 valve
tradeoff becomes apparent. On one hand, in order to obtain a high-bandwidth system, i.e., for the oil column frequency, \( \omega_{oil} \), to be as large as possible, equation (3.9) suggests reducing the proof mass. On the other hand, to maximize the utility of the shaker, it is desirable that the actuator can be operated close to its force capacity. It is also beneficial to operate at higher force levels to minimize the contribution of effects such as friction to the applied force. To produce a desired force, reducing the proof mass would result in the need for increased acceleration. A larger acceleration requirement in turn implies greater stroke and velocity demands. The proof mass must be large enough to not exceed stroke capacity and force-velocity envelop of the actuator. Therefore, in determining the proof mass, there is an inherent tradeoff between the bandwidth of the shaker on one hand, and its stroke and force-velocity limits on the other. This tradeoff is particular to the use of the shaker as an AMD.

4. Proof mass design

(i) Preliminary weight estimate As a starting point to determine the proof mass, for a target oil column frequency of 40Hz, from equation (3.9), the proof mass, \( M_t = 2.22 \text{lb} \cdot \text{s}^2 \text{in} \), i.e. the weight is 858lb. To understand the stroke demand this implies, consider a desired force of 3000lb at a steady state operating frequency of 10Hz. This requires a displacement of

\[
\frac{3000 \text{lb}}{2.22 \text{lb} \cdot \text{s}^2 \text{in}} \times (2\pi \times 10 \text{Hz})^2 = 0.34 \text{in}
\]

less than the 3in dynamic stroke of the actuator. On the other hand, the same force at a frequency of 2Hz requires a displacement of

\[
\frac{3000 \text{lb}}{2.22 \text{lb} \cdot \text{s}^2 \text{in}} \times (2\pi \times 2 \text{Hz})^2 = 8.55 \text{in}
\]

much larger than the stroke. Larger displacements and velocities are necessary at lower frequencies. In dynamic substructuring, when the dominant frequency of the virtual subsystem is low, larger velocity and flow demands arise, possibly resulting in servovalve saturation. Implications of this are discussed in Section 4.4.1.1. The 858lb proof mass is used as pre-
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liminary estimate for design.

(ii) Plan dimensions To space the guide rails away from the tie points, the platform is designed to be 3ft wide. For the platform to stay within the extent of the base plate at full stroke, the length (in the actuator direction) is taken to be 4ft.

(iii) Elevation and need for stiffening To elevate the platform above the actuator and servovalve, the posts are made 13in tall, considering also the heights of the guide rails and recirculating bearings (described later). While the elevated configuration helps reduce the shaker footprint, it results in the proof mass being more flexible. The proof mass needs to be stiffened adequately, so that its own natural frequencies are not in the range of interest for testing; for instance, it is desirable for the fundamental frequency of the proof mass to be several times larger than the oil column frequency. The fundamental frequency of the proof mass is estimated using a finite element model.

(iv) Finite element model of the proof mass A finite element model in ABAQUS [100] is used to guide the addition of stiffening elements and the selection of their sizes. An eigenvalue analysis is performed to determine the fundamental frequency of the proof mass model. The model is updated with stiffening elements, and the analysis repeated, until a satisfactorily large fundamental frequency is obtained. This results in the four posts supporting the platform over the bearings being W6 × 20 sections placed as shown in Figure 3.5. The connecting blocks attaching the platform to the actuator are extended into the platform as shown in elevation view in Figure 3.5, to increase the bending stiffness of the platform. To increase the stiffness associated with relative rotation between the connecting blocks and the posts, HSS6 × 6 × 1/2 section tubes are added. Additional stiffeners are welded between the posts and platform, between the tube sections and between the flanges and web of the posts; these additional stiffeners are however not represented in the finite element model.

In modeling the proof mass in ABAQUS CAE, the direction of motion of the shaker is aligned with the global X axis, and the vertical direction with the global Z axis, so that the Y axis is a transverse direction. The platform, posts, connecting blocks and stiffening tubes are created as separate parts. The tubes are discretized using shell elements, and
all other parts using solid elements. The parts are then put together in an assembly, and connected using different constraints. The top surfaces of the posts and the connectors are “tied” to the bottom surface of the platform. The tubes are connected to the platform, connecting blocks and posts using shell-to-solid coupling constraints. Boundary conditions are applied by means of reference points. Six reference points are created — four at the base of the posts representing the recirculating bearings, and two at the hinge locations of the actuator swivels. The bottom surfaces of the posts are constrained to the reference points representing the corresponding bearings by rigid-body constraints. The displacements of reference points are constrained in the $Y$ and $Z$ directions; rotations are kept free, a conservative assumption in estimating frequency. The faces of the connecting blocks that attach to the swivels are constrained to the respective swivel reference points by rigid-body constraints. The swivel reference points are fixed from translating, but are free to rotate.

The finite element mesh is refined until there is no significant change in the fundamental frequency. The computed fundamental frequency is 213Hz, over five times the estimated oil-column frequency. The corresponding mode shape is shown in Figure 3.7. This was not validated experimentally upon building the shaker, but no frequencies of the proof mass were observed in the 100Hz range of testing.

(v) Total mass With the posts, connecting blocks, tubes and stiffeners added, the total weight becomes 1520lb, which corresponds to a mass of $3.93\text{lb} \cdot \text{s}^2/\text{in}$. This does not include the other moving parts — bearings, swivels and actuator piston. The oil column frequency of 30Hz computed based on this mass is therefore approximate. It is measured experimentally in Section 3.5.2 to be 27Hz. At this stage, the design process can be iterated, for example by reducing the thickness of the plate, and instead increasing the size of the supporting posts and the extent of the connecting posts, so that original target oil column frequency of 40Hz is achieved. However, we terminate the design at this stage, deeming the approximately 30Hz oil column frequency as sufficiently high.

Other components and connecting elements

(i) Linear recirculating bearings To minimize friction as the proof mass slides, ball-type
linear recirculating bearings, IKO LFHTG30 [101], are used. The bearings have fittings to inject lubricant. Apart from having low friction, the specific bearings also provide high rigidity. The load rating for these bearings is shown in Table 3.1. In the use of the shaker as an AMD, the load expected on the bearings comes from a combination of the weight of the proof mass, and resistance to the overturning moment produced by the at most 5.5-kip actuator force at a small elevation from the bearings. This load is small compared to the rated capacity of the bearings. When used as a shake table, care must be taken to ensure that the additional weight and overturning moment due to the specimen result in loads within the rated capacity of the bearings. The two rails on which the bearings slide extend over the entire length between the bearings plus the stroke of the shaker to avoid alignment errors. The rails are covered with bellows to prevent accumulation of dust, particularly when used in the soil-structure interaction application described in Chapter 5. The surfaces of the base plate, on which the rails are bolted, are machined to minimize
Table 3.1: Specifications of shaker components

<table>
<thead>
<tr>
<th>Model</th>
<th>Dynamic load rating</th>
<th>Static load rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ball type, IKOLFHTG30</td>
<td>9.6kip</td>
<td>11.96in</td>
</tr>
</tbody>
</table>

3.2.4 Instrumentation

The shaker is equipped with the following sensors.

1. **LVDT** A linear variable differential transformer (LVDT) is used to measure the po-
Figure 3.8: Uniaxial shaker used as a 1-DOF AMD
position of the proof mass relative to the base plate. Usually, such an LVDT would be located coaxially with the piston in the housing on the reaction side of the actuator. However, since this housing is removed as described in Section 3.2.1, the LVDT body is mounted on the base plate, and the core is connected to one of the platform posts as shown in Figure 3.8a.

2. **Differential pressure** ($\Delta P$) cell A $\Delta P$ cell is used to measure the pressure difference between the actuator chambers. Use of the $\Delta P$ plays a crucial role in controls for dynamic substructuring.

3. **Load cells** The actuator is furnished with two load cells, LC1 and LC2, one on each end of the piston (see Figures 3.8b and 3.8c). A comparison of the sum of the forces measured by these load cells with the force as estimated from the $\Delta P$ cell gives an indication of frictional effects within the actuator itself.

4. **Accelerometer** An accelerometer of 800Hz bandwidth is used to measure the total acceleration of the proof mass.

Signal conditioning hardware for these sensors are described in Section 3.4. The sensor calibration factors are shown in Table 3.2.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Calibration factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>LVDT</td>
<td>$0.4\text{in}\sqrt{V}$</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>$1\frac{\text{in}}{\sqrt{V}} = 386.4\frac{\text{in}}{\sqrt{s}}$</td>
</tr>
<tr>
<td>$\Delta P$</td>
<td>$498.8\frac{\text{psi}}{\sqrt{V}}$</td>
</tr>
<tr>
<td>LC1 and LC2</td>
<td>$1000\frac{\text{lb}}{\sqrt{V}}$</td>
</tr>
</tbody>
</table>

Table 3.2: Calibration factors for shaker sensors
3.3 Resonant physical subsystem

3.3.1 Concept

To facilitate development, a simple instance of the canonical configuration of Figure 4.1a is developed. This consists of a 1DOF physical subsystem with the AMD (shaker) mounted on it, as shown conceptually in Figure 3.9. The physical subsystem is referred to as a resonant to contrast it from most conventional DS configurations where the physical subsystem does not have significant inertia effects. Its mass is made of the base plate of the AMD and an additional plate as seen in Figure 3.9. The flexibility of the physical subsystem comes of an assembly of elastomeric bearings; these also provide most of the damping in the physical subsystem.

The assembly consists of six bearings — four in the vertical direction positioned at the four corners similar to a seismic isolation system, and two in the horizontal direction to restrain out-of-plane motion, making the motion of the physical subsystem predominantly planar. The horizontal bearings are attached using a T-section and brackets as indicated in Figures 3.10b and 3.10c. Details of the bearing assembly are provided in Figures 3.11 and
3.12.

The assembly of bearings is chosen as the restoring-force component for the physical subsystem, because it can undergo large reversible deformations, and is therefore forgiving of potential errors or instabilities that might occur during development. Remarkably, as a testament to the simplicity and robustness of the proposed dynamic substructuring strategy, no such instabilities occurred during the experiments described in Chapter 4. It should be noted that the bearing assembly is not intended to represent a particular seismic isolation system; its role is to simply serve as the restoring-force component of a generic 1DOF system.

3.3.1.1 Elastomeric bearings

The elastomeric bearings used are nominally identical low damping rubber bearings from past SEESL projects (serial numbers: 15180, 15174, 15196, 15160, 15163 and 15186 [1, 2]), with properties shown in Figure 3.13 and Table 3.3. The approximate horizontal stiffnesses of the bearings, are obtained using free vibration tests. Each bearing is tested twice with weights of 990lb and 1590lb placed on top. The average value of the horizontal frequency for the six bearings is measured as 3.3Hz and 2.6Hz for the two weights. Based on this, the horizontal stiffness of each bearing is determined as about 1200lb/in. For the assembly of six bearings, the total horizontal stiffness is therefore about 7000lb/in. At higher amplitudes of motion, the stiffness of the bearings decreases [105]. In the experiments of Sections 4.4 and 4.5, when the input excitation is only from the AMD, the amplitude of motion is smaller, and the total horizontal stiffness is about 7000lb/in as above. When the excitation is from the shake table, the displacements are larger, and the stiffness is closer to 6000lb/in. The damping coefficient of the bearings, on the other hand, increases with increasing amplitude of motion [105]. This is also observed in the experimental measurements.
Figure 3.10: AMD mounted on physical subsystem
Figure 3.11: CAD drawing of elastomeric bearing assembly in physical subsystem — plan and elevation
Figure 3.12: CAD drawing of elastomeric bearing assembly in physical subsystem — details A and B

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total height</td>
<td>6.418in</td>
</tr>
<tr>
<td>Diameter</td>
<td>6.5in</td>
</tr>
<tr>
<td>Center hole diameter</td>
<td>1.18in</td>
</tr>
<tr>
<td>Area</td>
<td>37.4in²</td>
</tr>
<tr>
<td>Thickness of rubber layer</td>
<td>0.125in</td>
</tr>
<tr>
<td>Number of rubber layers</td>
<td>25</td>
</tr>
<tr>
<td>Thickness of steel shims</td>
<td>0.0747in</td>
</tr>
<tr>
<td>Number of steel shims</td>
<td>24</td>
</tr>
<tr>
<td>Cover thickness</td>
<td>0.25in</td>
</tr>
</tbody>
</table>

Table 3.3: Elastomeric-bearing specifications [1,2]
Figure 3.13: Elastomeric-bearing internals [1]
3.3.1.2 Additional instrumentation

In addition to the sensors on the shaker described in Section 3.2.4, an additional accelerometer is added in the horizontal direction at the level of the physical subsystem mass (see Figure 3.10c. The calibration factor for this accelerometer is also $1g/V = 386.4 \frac{in}{s^2}$.

3.3.2 Exploration of rotational motion

Although it is intended that the physical subsystem be 1DOF, with its dominant mode of response in the horizontal direction, subsequent frequency response measurements suggest that there are other resonances at higher frequencies. The hypothesis is that this is due to rotational motion, involving axial deformation of the vertical elastomeric bearings (something not typically considered in the domain of seismic analysis, which is in the low frequency range). To test this hypothesis, two additional sets of instrumentation are used.

1. Vertical accelerometers at the top of the proof mass and base plate (Figure 3.14)

2. A vision-based 3D position tracking system (Figure 3.16)

3.3.2.1 Experiments using accelerometers in the vertical direction

Accelerometers AccelI and AccelIII are placed on the platform of the AMD proof mass, and AccelII and AccelIV on the plates constituting the physical subsystem mass, as shown in Figure 3.14. The frequency responses from the AMD position command to the sums and differences of these vertical accelerometers are measured experimentally with a $2V(0.8in)$-amplitude multisine input (see Section 3.5.2.1 on this type of input).

It is observed that the measured acceleration of each side is similar, of the same sign and of quite significant magnitude. The accelerometers on opposite sides, however, show accelerations of opposite signs. These observations suggest that there is vertical motion and/or rocking in the system. Transfer functions are obtained, where the input is the shaker program command, $u$, and the outputs are the sum and difference of the acceleration obtained by AccelI and AccelIII, and AccelII and AccelIV, shown in Figure 3.15. There are
Figure 3.14: Vertical accelerometers for rotation investigation

Figure 3.15: Amplitude frequency response of vertical and rotational acceleration
two peaks, one at 40Hz and one close to 55Hz, corresponding to the vertical and rotational
degrees of freedom of the system. It is evident that the rotations of both the proof mass and
the physical subsystem mass are identical, leading to the conclusion that rotation results
from vertical deformation of the bearings. Figure 3.15 also shows that there is coupling
between the rotational and vertical translation degrees of freedom.

3.3.2.2 Vision-based 3D position tracking

The 3D rigid body motions of the platform and base are measured using a vision-based
3D position tracking system (Krypton K600 [106]). This system consists of a stereoscopic
camera that tracks 3D positions of infrared LEDs by triangulation with $8 \times 10^{-4}$ in (0.02mm)
resolution. With three LEDs each on the proof mass and physical subsystem mass as shown
in Figure 3.16b, their rigid body motions can be estimated. The Krypton system can be
configured to directly output such rigid motion in terms of screw vectors [107].

For the purposes of the 3D position tracking experiment, a sinusoidal position command
of 0.4in amplitude and of increasing frequencies is used, with frequency varying from 1Hz
to 70Hz, to investigate how the system responds over a sufficiently large bandwidth. The
time range corresponding to the excitation frequencies is shown in Figure 3.17.

Figures 3.18 and 3.19 show the estimated displacements and rotations of the proof mass
and the physical subsystem. From these, the following conclusions can be drawn.

1. Comparing the two columns in Figures 3.18 and 3.19, it is clear that there is no
   relative motion between the proof mass and the physical subsystem mass, except in
   the X-direction (the direction of shaking).

2. With reference to Figure 3.17, Figures 3.19c and 3.19d show that there is significant
   rotational motion about the Y-direction over the same frequency range where the
   frequency response magnitude is large in Figure 3.15 for the difference of accelerations.

3. Figures 3.18e and 3.18f show that there is significant translation in the Z-direction
   over the same frequency range where the frequency response magnitude is large for
(a) AMD-physical subsystem and Krypton camera

(b) Positions of infrared LED targets and the measurement coordinate system

Figure 3.16: 3D vision-based position tracking (Krypton system)
4. The $X$-displacement of the physical subsystem in Figure 3.18b shows a 4Hz-resonance.

5. Figures 3.18c, 3.18d, 3.19e and 3.19f show that despite the horizontal bearings, there is some rotation about the $Z$-direction (torsion), and displacement in the $Y$-direction (out-of-plane), which are ignored in further modeling, because these are uncoupled from the in-plane dynamics.

The experimental measurements discussed in Sections 3.3.2.1 and 3.3.2.2 clearly show that vertical displacement and rotational degrees of freedom, and the vertical deformations of the bearings must be modeled to represent the combined AMD-physical subsystem dynamics over a wide frequency range. This is taken into account in the modeling in the next section.

### 3.3.3 Modeling the AMD-physical subsystem combination

In this section, the AMD-physical subsystem combination is modeled. This model is not used either for designing DS controls or for assessing DS performance. It is developed simply to obtain a more complete understanding of the testbed, to approach DS with confidence. The model also serves to highlight the role of servovalve dynamics and incidental rotational
Figure 3.18: Displacement components of screw vector representing 3D configuration of proof mass and physical subsystem mass
Figure 3.19: Rotation components of screw vector representing 3D configuration of proof mass and physical subsystem
acceleration at the base. Figure 3.20 shows a schematic model of the AMD mounted on the physical subsystem, with a translational acceleration, $a_g$, and rotational acceleration $\alpha_g$ applied at the base. The degrees of freedom of this model are

$x_1 =$ horizontal displacement of the proof mass relative to the plates making up the mass of the physical subsystem (this is the displacement measured by the shaker LVDT)

$x_2 =$ horizontal displacement of the physical subsystem mass

$x_3 =$ rotation of the physical subsystem mass and AMD (these have the same rotation as established from the experiments in Section 3.3.2)

$x_4 =$ vertical displacement of the physical subsystem mass and AMD

The corresponding velocities are $x_5 = \dot{x}_1, \ldots, x_8 = \dot{x}_8$, and the differential pressure in the actuator is denoted $x_9$. When servovalve dynamics are considered, the $x_{10}$ is the servovalve state. With this notation, the free body diagrams (FBD) of the proof mass and the combination of the physical subsystem mass and AMD are shown in Figure 3.21 and 3.22.

Writing the equilibrium equations,

1. sum of the horizontal forces in the FBD in Figure 3.21

2. sum of the horizontal forces in the FBD in Figure 3.22
Figure 3.21: Free body diagram of the proof mass; the diagram shows the vertical reactions from the bearings supporting the proof mass, but these reactions do not appear in any of the equilibrium equations considered.

Figure 3.22: Free body diagram of the AMD together with the physical subsystem mass; the diagram shows the bending moments in the vertical bearings and the torsion in the horizontal bearings, but the contributions of these to the restoring moment are small, and are omitted in the equations of equilibrium.
3. sum of the moments in the FBD in Figure 3.22 about the center of mass of the physical subsystem mass

4. sum of the vertical forces in the FBD of Figure 3.22
gives in order the four equations represented by

\[ M \dddot{x}_{1:4} + C \dot{x}_{1:4} + K x_{1:4} - A_p e_1 x_9 + M e_2 a_g + M(e_3 - h e_2) \alpha_g = 0 \]  

(3.15a)

where the mass matrix

\[
M = \begin{bmatrix}
M_t & M_t & -hM_t & 0 \\
M_t & M_t + m_{PS} & -hM_t & 0 \\
-hM_t & -hM_t & I_t + I_{PS} + M_t(h^2 + e^2) & -eM_t \\
0 & 0 & -eM_t & M_t + m_{PS}
\end{bmatrix}
\]  

(3.15b)

the stiffness matrix

\[
K = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & K_H & K_H \left( \frac{2}{3} h_1 + \frac{1}{3} h_2 \right) & 0 \\
0 & K_H \left( \frac{2}{3} h_1 + \frac{1}{3} h_2 \right) + (K_{1v} + K_{2v}) \frac{L^2}{4} & (K_{2v} - K_{1v}) \frac{L}{2} & 0 \\
0 & 0 & (K_{2v} - K_{1v}) \frac{L}{2} & K_{1v} + K_{2v}
\end{bmatrix}
\]  

(3.15c)

the damping matrix, \(C\), is identical in form to the stiffness matrix \(K\), with the stiffnesses \(K_H\), \(K_{1v}\) and \(K_{2v}\) replaced with the damping coefficients \(C_H\), \(C_{1v}\) and \(C_{2v}\), \(e_1 = \{1, 0, 0, 0\}^T\), \(e_2 = \{0, 1, 0, 0\}^T\) and \(e_3 = \{0, 0, 1, 0\}^T\). It should be mentioned here that the stiffness \(K_H\) refers to the total horizontal stiffness of the bearing system and the stiffnesses \(K_{1v}\) and \(K_{2v}\) are the vertical stiffness of the two elastomeric bearings located on each side respectively.

The distances \(h\), \(h_1\), \(h_2\), \(e\) and \(L\) in these matrices are as shown in Figure 3.20.

Combining equation (3.15a) with the differential pressure equation (third of equation (3.13)), or the differential pressure and servovalve equations (third and fourth of equations (3.14)), we get the state space representation

\[
\dot{x} = Ax + Bu + E \left( \frac{a_g}{\alpha_g} \right) \\
y = Cx
\]

(3.16a)
where

\[ A = \begin{bmatrix} 0_{4 \times 4} & I_{4 \times 4} & 0_{4 \times 1} \\ -M^{-1}K & -M^{-1}C & A_pM^{-1}e_1 \\ dK_e e_1 & -\left(dK_d + \frac{\omega^2 M_t}{A_p}\right) e_1 & -(dK_p + 2\zeta_{oil}\omega_{oil}) \end{bmatrix} \]

\[ B = \begin{bmatrix} 0_{1 \times 8} \\ dK_e e_1 \end{bmatrix} \]

\[ E = \begin{bmatrix} 0_{4 \times 1} \\ -e_2 \\ 0 \end{bmatrix} \]

(3.16b)

if servovalve dynamics are not modeled, and

\[ A = \begin{bmatrix} 0_{4 \times 4} & I_{4 \times 4} & 0_{4 \times 1} \\ -M^{-1}K & -M^{-1}C & A_pM^{-1}e_1 \\ 0_{1 \times 4} & -\frac{\omega^2 M_t}{A_p} e_1 & -2\zeta_{oil}\omega_{oil} \\ -\alpha_s K_e e_1 & -\alpha_s K_d e_1 & -\alpha_s \end{bmatrix} \]

\[ B = \begin{bmatrix} 0_{1 \times 9} & \alpha_s K_e e_1 \end{bmatrix} \]

\[ E = \begin{bmatrix} 0_{4 \times 1} \\ -e_2 \\ -\left(e_3 - h_3 e_2\right) \\ 0_{2 \times 1} \end{bmatrix} \]

(3.16c)

if servovalve dynamics are included as discussed in Section 3.2.2.4. The output \( y \) consists of measured quantities,

\[ y_1 = \text{horizontal displacement of the proof mass relative to the physical subsystem (LVDT measurement)} \]

\[ y_2 = \text{differential pressure in the actuator} \]

\[ y_3 = \text{total acceleration of the proof mass relative to an inertial reference, i.e., } \dot{x}_5 + \dot{x}_6 - h\dot{x}_7 + a_g - (h + h_3)a_g \]

\[ y_4 = \text{total acceleration of the physical subsystem, i.e., } \dot{x}_6 + a_g - h_3a_g \]

Then, if servovalve dynamics are not considered,

\[ C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{A_p}{m_{PS}} \end{bmatrix} \]

(3.16d)
The third row of $C$ comes from the first of equations (3.15a), the sum of horizontal forces in the FBD of Figure 3.21. The fourth row of $C$ is obtained by substituting the first of equations (3.15a) in the second, or equivalently from summing the horizontal forces in the FBD of the physical subsystem mass (Figure 3.23). If servovalve dynamics are included, then matrix $C$ has a tenth column consisting of zeros.

### 3.3.3.1 Model of combined AMD-PS with proof mass locked

To further characterize the testbed, experiments are carried out with the proof mass of the AMD locked as shown in Figure 3.24. There is then clearly no control input to the AMD. The shake table applies base acceleration input. The equation of motion for this configuration can be obtained by setting $x_1 = 0$, $\dot{x}_1 = 0$ and $\ddot{x}_1 = 0$ in equation (3.15a).
Formally, this is done using the transformation

$$x_{1:3}^{\text{locked}} = \mathcal{T} x_{1:4}$$

(3.17)

where \( \mathcal{T} = \begin{bmatrix} 0_{3 \times 1} & I_{3 \times 3} \end{bmatrix}^T \). The velocities are also related by \( x_{4:6}^{\text{locked}} = \mathcal{T} x_{5:8} \). Substituting in equation (3.15a), and multiplying from the left by \( \mathcal{T}^T \), we get

$$\mathcal{M}^{\text{locked}} \ddot{x}_{1:3}^{\text{locked}} + \mathcal{C}^{\text{locked}} \dot{x}_{1:3}^{\text{locked}} + \mathcal{K}^{\text{locked}} x_{1:3}^{\text{locked}} + \mathcal{M}^{\text{locked}} e_1 a_g + \mathcal{M}^{\text{locked}} (e_2 - h_3 e_1) a_g = 0$$

(3.18a)

where

$$\mathcal{M}^{\text{locked}} = \mathcal{T}^T \mathcal{M} \mathcal{T}; \quad \mathcal{C}^{\text{locked}} = \mathcal{T}^T \mathcal{C} \mathcal{T}; \quad \mathcal{K}^{\text{locked}} = \mathcal{T}^T \mathcal{K} \mathcal{T}$$

(3.18b)

and \( e_1 = \{1, 0, 0\}^T \). The state space representation is

$$\dot{x}^{\text{locked}} = A^{\text{locked}} x + E^{\text{locked}} \begin{pmatrix} a_g \\ a_g \end{pmatrix}$$

$$y^{\text{locked}} = C^{\text{locked}} x$$

(3.19a)

where

$$A^{\text{locked}} = \begin{bmatrix} 0_{3 \times 3} & I_{3 \times 3} \\ - (\mathcal{M}^{\text{locked}})^{-1} \mathcal{K}^{\text{locked}} & (\mathcal{M}^{\text{locked}})^{-1} \mathcal{C}^{\text{locked}} \end{bmatrix}$$

$$E^{\text{locked}} = \begin{bmatrix} 0_{1 \times 3} \\ 0_{1 \times 3} \\ -e_1^T \\ -(e_2 - h_3 e_1) \end{bmatrix}$$

(3.19b)

The output of interest, \( y^{\text{locked}} \), consists of the accelerations at the levels of the PS mass and the AMD proof mass, and

$$C^{\text{locked}} = \begin{bmatrix} A^{\text{locked}}_{4:} \\ A^{\text{locked}}_{4:} - h A^{\text{locked}}_{5:} \end{bmatrix}$$

(3.19c)

Here, MATLAB notation has been used; \( A^{\text{locked}}_{i:} \) refers to the \( i \)th row of \( A^{\text{locked}} \).
### 3.3.4 Model parameters

The parameters of the AMD-PS model are presented here. Some of these parameters, such as distances and weights, are measured directly. Other parameters, for instance the horizontal stiffness of the bearings and damping, are deduced from other experimental measurements. The parameters that are directly measured are shown in Table 3.4.

The combined horizontal stiffness of the bearing system is $K_H = 7000\text{lb/in}$ at low amplitudes and could reduce to $6000\text{lb/in}$ at higher amplitudes as described in Section 3.3.1.1. The approximate horizontal frequency of the system can then be calculated as

$$\frac{1}{2\pi} \sqrt{\frac{K_H}{M_t + m_{PS}}} = 3.94\text{Hz}$$

The moment of inertia of the physical subsystem mass is computed as

$$I_{PS} = \frac{(7.5\text{lb-s}^2/\text{in})(54\text{in})^2}{12} = 1820\text{lbs}^2\text{in}$$

where $54\text{in}$ is the width of the plates comprising the physical subsystem mass. The computation of the moment of inertia, $I_t$, of the proof mass (platform) is however more involved, since it consists of a number of different components. It is therefore computed using AutoCAD based on the 3D CAD model shown in Figure 3.25. $I_t$ is computed as $1038\text{lbs}^2\text{in}$.
A number of other parameters, shown in Table 3.6, are deduced from experimental measurements. These include the AMD oil-column frequency, damping and input coefficient \( d \), and the stiffness and damping properties of the elastomeric bearing system. In particular, the estimated vertical stiffness of the bearings differs significantly from that calculated from empirical formulas [105,108]. This is attributed to the bearings used in here having been subjected to past destructive testing in the vertical direction [1,2]).

3.4 Hardware and software components

This section describes the different hardware and software components used for measurement and control in the testbed. An overview of these components is shown in Figure 3.26.
Table 3.6: Parameters of the AMD-PS model deduced from experimental measurements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>From experiments in Section 3.5.2</strong></td>
<td></td>
</tr>
<tr>
<td>Oil column frequency, $\omega_{\text{oil}}/2\pi$</td>
<td>27Hz</td>
</tr>
<tr>
<td>Oil column damping, $\zeta_{\text{oil}}$</td>
<td>0.14</td>
</tr>
<tr>
<td>Input coefficient, $d$ (equation (3.11))</td>
<td>$12 \times 10^4 \text{psi/s/V}$</td>
</tr>
<tr>
<td><strong>From experiments in Section 3.5.4</strong> (see Figures 3.20 and 3.22 for notation)</td>
<td></td>
</tr>
<tr>
<td>Horizontal stiffness of bearing system, $K_H$ (see Section 3.3.1.1)</td>
<td>6,000-7,000lb/in</td>
</tr>
<tr>
<td>Horizontal damping coefficient of bearing system, $C_H$</td>
<td>$22.9 \text{lb-s/in}$</td>
</tr>
<tr>
<td>Vertical stiffness of bearings, $K_{1v}$ (see also Section 3.3.2)</td>
<td>360,000lb/in</td>
</tr>
<tr>
<td>Vertical stiffness of bearings, $K_{2v}$</td>
<td>380,000lb/in</td>
</tr>
<tr>
<td>Vertical damping coefficient of bearings, $C_{1v}$</td>
<td>$81.1 \text{lb-s/in}$</td>
</tr>
<tr>
<td>Vertical damping coefficient of bearings, $C_{2v}$</td>
<td>$83.4 \text{lb-s/in}$</td>
</tr>
</tbody>
</table>

*a* Oil column frequency calculated from equation (3.9) is also close to this value

$b\frac{C_H}{2\sqrt{K_Hm_{PS}}} = 0.05$, damping ratio for horizontal vibration = 5%

$c\frac{C_{1v}+C_{2v}}{2\sqrt{(C_{1v}+C_{2v})(M_t+m_{PS})}} \approx 0.03$, damping ratio in the vertical direction is 3%; when calibrating $C_{1v}$ and $C_{2v}$ to experimental measurements, the trial and error process is carried out on the damping ratios, rather than directly on the damping coefficients.
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(a) Hardware components

(b) Schematic of measurement and control hardware

Figure 3.26: Overview of hardware components
3.4.1 Hydraulic controller

The shaker is driven by an MTS 458 analog hydraulic controller, shown in Figure 3.27. The specific controller is selected because it provides access to internal signals such as the error and valve command, and allows for the adjustment of the ranges of gains and filters through jumper settings and circuit modifications such as switching out resistors. For the purposes of this work, the following two modules are used.

1. An MTS 458.13 AC controller card with a $\Delta P$ daughter board, which conditions the LVDT and $\Delta P$ signals, and implements a PID loop and $\Delta P$ feedback. As described in Section 3.2.2.3, only the proportional and $\Delta P$ gains are used, and not the derivative and integral gains.

2. Two MTS 458.11 DC controller cards, used simply to condition signals from the two actuator load cells.

It should be reiterated here that the purpose of the feedback implemented in the hydraulic controller is not to track position, but simply to reduce the effects of nonlinearities and model uncertainties. The control gains are therefore not tuned for tracking. The effects of varying control gains are demonstrated in Section 3.5.2. The proportional gain $K_c$ and the
ΔP gain $K_p$ can be adjusted using knobs in the front panel of the controller (Figure 3.27). The $K_e$ knob has settings from 1 to 10, and the $K_p$ knob from 0 to 10. To incorporate these gains in modeling, these knob settings must be related to the gain values in engineering units. This relationship can be obtained from the resistance values used for gain adjustment in the controller circuit shown in Figure 3.28. Let $\alpha$ denote the fraction of the full range to which the gain knob is turned. Then the two gains in engineering units are given by

\[
\begin{align*}
K_e &= \frac{100K}{(1-\alpha)(20K)(200K)} V/V \frac{1}{0.4\text{in}/V} \\
K_p &= \frac{100K}{(1-\alpha)500K + 2.3K} V/V \frac{1}{498.8\text{psi}/V}
\end{align*}
\] (3.21)

which include the LVDT and ΔP calibration factors from Table 3.2. To verify these equations, experiments are performed with different knob settings and using various signals as program command (control input), $u$. The program command $u$, valve command $u_v$, LVDT signal $x_1$, and differential pressure $x_3$ are measured. Recalling that the valve command is given by (equation (3.12) with $K_d = 0$

\[
u_v = K_e(u - x_1) - K_p x_3
\]

$K_e$ and $K_p$ are estimated in each case using linear regression (in MATLAB, simply $[u-x_1 -x_3]\ uv$).

Results are shown in Figure 3.29 and Table 3.7. The values given here are average values of the different tests.

### 3.4.2 Other hardware components

**NI PXI realtime controller** An NI PXI-8115 controller is used as the realtime platform.

An NI PXIe 6363 Multifunction IO card is used for input and output of signals as shown in Figure 3.26b. The controller is run as a sampling frequency of 1024Hz.

**Acceleration signal conditioning hardware** This component is used to interface with accelerometers (Figure 3.30).
Figure 3.28: Schematic of MTS 458.13 analog controller card
Figure 3.29: Controller knob settings related to gains in engineering units

<table>
<thead>
<tr>
<th>Knob value</th>
<th>$K_e$ (V/in)</th>
<th>$K_p$ (V/psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.24</td>
<td>0.00049</td>
</tr>
<tr>
<td>2</td>
<td>13.73</td>
<td>0.00055</td>
</tr>
<tr>
<td>3</td>
<td>14.99</td>
<td>0.00064</td>
</tr>
<tr>
<td>4</td>
<td>17.07</td>
<td>0.00074</td>
</tr>
<tr>
<td>5</td>
<td>20.45</td>
<td>0.00088</td>
</tr>
<tr>
<td>6</td>
<td>24.68</td>
<td>0.00104</td>
</tr>
<tr>
<td>7</td>
<td>31.67</td>
<td>0.00130</td>
</tr>
<tr>
<td>8</td>
<td>42.06</td>
<td>0.00179</td>
</tr>
<tr>
<td>9</td>
<td>N/A</td>
<td>0.00283</td>
</tr>
</tbody>
</table>

Table 3.7: Calibration of gains $K_e$ and $K_p$
Host PC A PC is used for the application development and the graphical user interface (GUI), as shown in Figure 3.26a.

3.4.3 Software components

LabVIEW RT application A LabVIEW RT application is used as the platform for hybrid simulation, and executes on the PXI controller described above. The application serves multiple functions.

1. Acquire sensor signals
2. Output control signals
3. Implement the DS controller
4. Perform analysis such as frequency response computations
5. Generation of signals such as the multisine
6. Receive commands from and send signal/analysis data to an external GUI application through TCP/IP

The first three functions are implemented in a timed loop, as shown in Figure 3.31, where the controller is implemented as a MATLAB-style script in a MathScript Node [109]. The timed loop executes at a sample rate of 1024Hz. Communication with the GUI is implemented using a standard client-server architecture [110].

Qt graphical user interface (GUI) A lightweight GUI has been developed specifically for the DS application using the Qt toolkit [111]. The application communicates with the LabVIEW RT application through TCP/IP. Screenshots from the GUI application are shown in Figure 3.32. The application consists of the following components.

1. A component that manages the connection to the realtime controller.
2. A function generator to parametrize cyclic (sine, square, sawtooth etc.) signals and multisine signals.
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3. An oscilloscope to view signals.

4. A data recorder to save acquired data in MATLAB .mat format.

5. A spectrum viewer to visualize frequency response plots.

**Trigger capability** The realtime application is equipped with a trigger that can be toggled from the GUI, so that it can be initiated simultaneously with an input from a different source. For instance, for the proof of concept experiments described in Chapter 5, a digital trigger is set so that the DS controller starts operating when the laminar box excitation begins.
3.5 Experimental evaluation of mathematical models

As stated in Section 3.1, an important goal is an extensive characterization of the testbed, so that it can be used with confidence in the dynamic substructuring experiments presented in Chapter 4. This section provides a description of the experiments carried out to evaluate the mathematical models developed previously.

3.5.1 Friction characterization

Friction in the shaker is present between the recirculating bearings and the rails, in the swivels, and internally in the actuator, for instance in the seals. To characterize this friction, the shaker is driven with the program command is set to be sawtooth signal, so that during the straight edge of the sawtooth, the velocity of the shaker is constant, therefore its acceleration is zero. The actuator force must then equal the friction. Different constant velocities can be obtained by varying the amplitude and frequency of the sawtooth signal.

The actuator force is obtained by two different means — (i) $A_p \Delta P$ and (ii) LC1 - LC2 (the difference, since when one of the loadcells is in tension, the other is in compression), and plotted against the shaker displacement in Figure 3.33 for different constant velocities.

The friction measured from the $\Delta P$ cell is larger than that measured using the load cells, suggesting that there is friction internally in the actuator. The magnitude of the friction is about 100lb. It can also be seen in Figure 3.33 that for larger velocities, acceleration effects begin to appear at the corners of the hysteresis loops.

Friction is not included in the shaker models developed in Section 3.2.2. DS experiments described in Chapter 4 are carried out at force levels significantly larger than the 100-lb friction, and consequently, DS controllers designed without accounting for friction perform well. However, as seen in Section 4.5.4, friction does play an important role in some situations, such as when the virtual substructure frequency is very low.
Figure 3.33: Characterizing friction in the shaker; blue lines denote force as measured using the \( \Delta P \) cell, and red lines the total force from the load cells.
3.5.2 Evaluation of AMD model

To evaluate the linear mathematical model of the shaker, important frequency response functions of the shaker are estimated over the bandwidth of interest. Frequency response functions are used to mathematically represent the relationship between the input and the output of linear time invariant (LTI) systems. Real systems, like the hydraulic shaker presented here, are nonlinear as described in Section 3.2.2.1. Assuming however that the system operates within nominal parameters, hence close to the equilibrium point, it has a response close to a linear system and this approach can be used.

3.5.2.1 Multisine signal

For the frequency response measurements described in this section, the program command is set to a multisine signal. The multisine is specially constructed periodic broadband signal consisting of a sum of sines of constant amplitude, and phases selected so that the “crest factor” is minimal; i.e. the ratio of the maximum peak to the minimum peak in the signal is close to one [112]. This helps maximize the signal-noise ratio in the output signals for frequency response estimation [113]. Figure 3.34 shows an example of a multisine signal, where the sampling frequency is 1024Hz, the period is 4s (=4096 samples), and the bandwidth is 128Hz (=512 sine components).

3.5.2.2 Experiments with multisine input

To evaluate the AMD models developed in Section 3.2.2, two types of comparisons are made.

1. Frequency response functions implied by the linear models (3.13) and (3.14) are compared with those obtained experimentally. Frequency response from the program command, $u$, to (i) the proof mass displacement (LVDT), (ii) the differential pressure, $\Delta P$, and (iii) the proof mass acceleration are considered.

2. Responses predicted by the linear model (3.14) (including servovalve dynamics) as
(a) One period (4s = 4096 samples) of multisine signal

(b) FFT magnitude of multisine signal showing each sinusoidal component in the bandwidth having equal amplitude

(c) Zoom in of FFT magnitude showing frequency resolution = 1024Hz/4096 = 0.25Hz

Figure 3.34: Example multisine signal of period 4s (=4096 samples), bandwidth 128Hz (= 512 sine components) and 0.2in amplitude
well as the nonlinear model (3.4) with servovalve dynamics appended are directly compared with experimental measurements. Proof mass displacement, $\Delta P$, and valve command are considered, comparison is made in both time and frequency domains.

Experiments are carried out with the program command, $u$, set to the multisine signal with properties shown in Figure 3.34. Three different gain setting are considered — (i) $K_e = 1$ and $K_p = 0$, (ii) $K_e = 2$ and $K_p = 5$ and (iii) $K_e = 1$ and $K_p = 9$. These values refer to the controller knob settings; the corresponding gain values in engineering units can be obtained from Table 3.7.

**Frequency response comparison** Figures 3.35, 3.37 and 3.39 compare the measured frequency response with those from the linear models (3.13) (excluding servovalve dynamics) and (3.14) (including servovalve dynamics). It is evident that the addition of the servovalve dynamics in the model significantly improves the ability of the model to represent the response of the system. It is also clear that only the oil column frequency is apparent in the range of frequencies up to 100Hz. Hence, the natural frequencies of the parts of the shaker, such as the platform frequency are indeed higher than the bandwidth of interest, as desired.

**Response comparison** Figure 3.36 shows the comparison of the proof mass displacement (LVDT), the differential pressure $\Delta P$ and the valve command signals, along with the corresponding FFT for each case. The specific results refer to experiments performed with gain values $K_e = 1$ and $K_p = 0$. Similarly, Figures 3.37 and 3.40 show the comparison for tests performed with gain values equal to $K_e = 2$ and $K_p = 5$ and $K_e = 1$ and $K_p = 9$ respectively. It can be observed that there is good agreement between the linear analytical model and the experimental results for all three different gain value sets, for both time and frequency domain. However, there is discrepancy when the experimental results are compared to the nonlinear model. This is more obvious in case (i), when the $\Delta P$ gain is smaller. Specifically, in the frequency domain the oil column frequency is correctly estimated, however the amplitude is not predicted well. However, as the $\Delta P$ gain increases the effect of the nonlinearities is suppressed and the comparison the nonlinear and linear model
become similar. This is due to the fact that the increase of the $\Delta P$ gain reduces the effect of nonlinearities in the system.

In general, based on these results, the analytical model is reliable and can be used for the experiments described in Chapter 4.

### 3.5.2.3 AMD Transfer Functions

The analytical equations of the transfer functions $H_{Fw}$ and $H_{Fu}$ can be derived, and then compared with the ones obtained during the experiment. It should be mentioned that here the derivation of the transfer functions $H_{Fw}$ and $H_{Fu}$ are shown, however they can also be directly obtained using MATLAB.

In order to define the transfer function between the commanded displacement $u$ and the force, $F = A_p x_3$, applied by the actuator, the equation (3.14) can be written in the Laplace domain:

$$x_1(s) = \frac{1}{s^2} \left( \frac{A_p}{M_t} x_3 - w \right)$$

$$x_2(s) = \frac{1}{s} \left( \frac{A_p}{M_t} x_3 - w \right)$$

$$x_3(s) = \frac{M_t \omega_{oil}^2 s^2 + \left( \frac{\alpha s \omega_{oil}^2 M_t}{A_p} + \alpha s d K_d \right) s + \alpha s d K_e}{s^4 + (\alpha s + 2 \omega_{oil} \omega_{oil}) s^3 + (\alpha s d K_p + 2 \omega_{oil} \omega_{oil} \alpha_s + \omega_{oil}^2) s^2 + \left( \frac{A_p \alpha d K_e}{M_t} + \alpha s \omega_{oil}^2 \right) s + \frac{A_p \alpha d K_e}{M_t} w}$$

$$x_4(s) = \frac{1}{s^2 (s + \alpha_s)} \left( -s^2 \alpha_s K_p - \frac{s \alpha_s K_e A_p}{M_t} - \frac{\alpha_s K_e A_p}{M_t} \right) x_3 + \alpha_s K_e x_3^2 u + (\alpha_s K_e + s \alpha_s K_d) w$$

Hence, for zero derivative gain $K_d = 0$, the equation $F = H_{Fw} w + H_{Fu} u$ is

$$F = \frac{\omega_{oil}^2 M_t s^2 + \omega_{oil}^2 M_t \alpha_s s + d K_e A_p \alpha_s}{s^4 + (\alpha s + 2 \omega_{oil} \omega_{oil}) s^3 + (\alpha s d K_p + 2 \omega_{oil} \omega_{oil} \alpha_s + \omega_{oil}^2) s^2 + \alpha s \omega_{oil}^2 s + \frac{A_p \alpha d K_e}{M_t} w}$$

$$+ \frac{d K_e A_p \alpha_s s^2}{s^4 + (\alpha s + 2 \omega_{oil} \omega_{oil}) s^3 + (\alpha s d K_p + 2 \omega_{oil} \omega_{oil} \alpha_s + \omega_{oil}^2) s^2 + \alpha s \omega_{oil}^2 s + \frac{A_p \alpha d K_e}{M_t} u}$$

The transfer functions for the AMD system are given by equations (3.22) and (3.23).
Figure 3.35: Evaluation of hydraulic shaker model for gain settings $K_e = 1$, $K_p = 0$. Shaker transfer functions, red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.36: Comparison of measurements with simulation results from nonlinear and linear models for gain settings $K_e = 1$, $K_p = 0$
Figure 3.37: Evaluation of hydraulic shaker model for gain settings $K_e = 2$, $K_p = 5$. Shaker transfer functions, red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.38: Comparison of measurements with simulation results from nonlinear and linear models for gain settings $K_e = 2$, $K_p = 5$
Figure 3.39: Evaluation of hydraulic shaker model for gain settings $K_e = 1$, $K_p = 9$. Shaker transfer functions, red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.40: Comparison of measurements with simulation results from nonlinear and linear models for gain settings $K_\phi = 1$, $K_p = 9$
Experimental evaluation of mathematical models

\[ H_{Fw} = \frac{\omega_{oil}^2 M_t s^2 + \omega_{oil}^2 M_t \alpha_s s + dK_e A_p \alpha_s}{s^4 + (\alpha_s + 2\zeta_{oil}\omega_{oil})s^3 + (\alpha_s dK_p + 2\zeta_{oil}\omega_{oil} \alpha_s + \omega_{oil}^2)s^2 + \alpha_s \omega_{oil}^2 s + \frac{A_p \alpha_s dK_e}{M_t}} \] (3.22)

\[ H_{Fu} = \frac{dK_e A_p \alpha_s s^2}{s^4 + (\alpha_s + 2\zeta_{oil}\omega_{oil})s^3 + (\alpha_s dK_p + 2\zeta_{oil}\omega_{oil} \alpha_s + \omega_{oil}^2)s^2 + \alpha_s \omega_{oil}^2 s + \frac{A_p \alpha_s dK_e}{M_t}} \] (3.23)

For the specific setup, the transfer functions \( H_{Fw} \) and \( H_{Fu} \) were obtained experimentally for two different controller gain combinations, \( K_e = 1, K_p = 0 \) and \( K_e = 1, K_p = 9 \). The calibration of the gain values are shown in Section 3.4.1, however it is reminded here that the specific values do not refer to the actual values but the position of the knob in the controller.

The experimentally obtained transfer functions for AMD are compared with the expected values, as shown in Figure 3.41. In this case, the mathematical model including the servovalve dynamics (equation (3.14)) is used, since it provides a more accurate prediction for a larger range of frequencies. The comparison between the two models and other transfer functions of AMD is given in Chapter 3.

3.5.3 Evaluation of PS model (AMD locked)

Following the evaluation of the AMD, the analytical model of the physical subsystem is examined. This is achieved using the configuration shown in Figure 3.24. The AMD is locked in place using steel brackets, and the only input to the system is the acceleration of the shake table \( a_g \).

The experimental results are compared with the analytical model for the case when the AMD is locked, as described in Section 3.3.3.1. Figure 3.42 shows this comparison for the acceleration both at the proof mass and the physical subsystem level. It is observed that there is a mismatch between the analytical and the experimental results, which is more profound when the plots are shown in the db scale. While the fundamental frequency of the physical subsystem is well predicted, there is an additional peak at approximately 45 Hz. It is, hence, desired to investigate this behavior.
Figure 3.41: Transfer Functions for AMD. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
For this purpose, the time domain data of the accelerations, at both the proof mass and physical subsystem mass level, are closely observed. As shown in Figure 3.43, the accelerations are similar, however high frequency components are present. To eliminate this effect, a 25 Hz low pass filter is applied to the acceleration signals. Specifically, the filtering is performed in MATLAB without phase distortion using the following code.

\[
[b,a] = \text{butter}(6,25/1024); \quad \% \text{6-pole Butterworth 25 Hz low pass filter at } 1024\text{Hz sampling frequency}
\]

\[
\text{filtered_signal} = \text{filtfilt}(b,a,\text{signal});
\]

As shown in Figure 3.44, there is very good agreement between the filtered acceleration signals, so it is reasonable to conclude that the proof mass and the physical subsystem have the same acceleration time histories. This response is then compared with the predicted response a 1DOF model with only translational degree of freedom, with mass equal to the mass of the proof mass and stiffness equal to 6000lb/in. The comparison presented in Figure 3.45 reveals that these two responses are not similar which leads to the conclusion that there is an additional degree of freedom not accounted for.

To further investigate this, the acceleration time histories measured at the level of the shake table extension is examined and compared with the acceleration at the proof mass level. It should be mentioned here that these acceleration time histories are measured using two separate data acquisition systems (National Instruments (NI) and Pacific system), which are synchronized as presented in Figure 3.46. It can be observed from Figure 3.46d that the acceleration measurements at the level of the shake table extension are slightly different, due to the position of the accelerometers, as shown in Figure 3.10. Using these two acceleration time histories, the rotational acceleration of the shake table can be calculated as (extension acceleration - table acceleration)/height. It is obvious from Figures 3.46e and 3.46f that there is rotational acceleration of significant amplitude, leading to the conclusion that there is rotation of the shake table, which is the degree of freedom not accounted for in the results shown in Figure 3.42.

To ensure that this is actually the case, the acceleration time histories at the level of
Figure 3.42: Frequency response from shake table input, \( a_g \), accelerations at the proof-mass and PS-mass levels. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.

The proof mass and the physical subsystem are compared to the response of a 2DOF model including the rotational degree of freedom in addition to the translation DOF. As shown in Figure 3.47, there is very good agreement between the predicted and experimental results, hence it is concluded that there is indeed rotation of the shake table during the experiments. This fact was not accounted for at the time of the experiments, however it proves that the analytical model of the physical subsystem is correct.
Figure 3.43: Measured accelerations at the levels of the proof mass and physical subsystem mass

Figure 3.44: Measured accelerations at the levels of the proof mass and physical subsystem mass filtered with a 25Hz low pass filter
Figure 3.45: Filtered measured acceleration (which is the same as the proof-mass and PS levels) compared with acceleration obtained from a 1DOF model with only translational DOF

3.5.4 Evaluation of combined AMD and physical substructure model

After testing the performance of the analytical models of the AMD and the physical subsystem separately, it is desired to evaluate how well the mathematical model of the combined system can predict its behavior during testing.

For this purpose, the transfer functions of the inputs $u$ and $a_g$ to the displacements, accelerations and the differential pressure are calculated and compared against the experimentally obtained data. For the specific experiments, multisine input is used, with amplitude of $0.5V = 0.2\text{in}$, for which the maximum frequency is $128\text{Hz}$. The results shown here are for two cases of the $\Delta P$ gain, a low value $K_p = 0$ and a high value $K_p = 9$. The proportional gain is set equal to $K_e = 1$, and the derivative gain $K_d$ is set equal to zero. However, the behavior of the system is also well predicted for other values of the gains. It should be noted that the values of the gains correspond to the knob value set in the controller, the values in engineering units are given in Table 3.7.

The comparison is shown in Figures 3.48 through 3.51. The left part of these figures shows the comparison of the model without the addition of the servovalve, while the comparison of the experimental data to the model including the servovalve is shown in the right part. It is evident that when the servovalve dynamics are considered, the prediction is much
(a) Proof mass-level acceleration from NI and Pacific data acquisition systems for synchronization — complete time series

(b) One period (4s duration) of time series on the left

(c) Horizontal acceleration of shake table extension from NI and Pacific data acquisition systems — complete time series

(d) One period (4s duration) of time series on the left — accelerations from NI and Pacific systems are slightly different because the accelerometers are located at different position vertically as shown in Figure 3.10; for all analyses, the acceleration from the NI system is used, since it is exactly at the base of the PS

(e) Rotational acceleration of shake table computed as (extension acceleration - table acceleration) / height — complete time series

(f) One period (4s duration) of time series on the left

Figure 3.46: Estimating rotational acceleration of shake table
Figure 3.47: Comparison of measured acceleration and acceleration computed from model including rotation DOF and rotational acceleration input (equation (3.15a))
better, especially for the case with higher $\Delta P$ gain, $K_p = 9$.

Figure 3.52 shows the results for the case when the program command $u$ is equal to zero and the only input to the system is the acceleration of the shake table $a_g$. Specifically, it presents the transfer functions with input the acceleration of the shake table and outputs the LVDT, $\Delta P$ and the acceleration at both the level of the proof mass and the physical subsystem. Since, in this case, there is no input from the shake table ($u = 0$), comparison for the model with the servovalve is redundant.

It should be mentioned that this case is different than the case presented in Section 3.5.3, where the AMD is locked in place. Here, the AMD is resting on the physical subsystem and the hydraulics are on. For the specific experiment, multisine input of 0.5$g$ amplitude is used, for which the maximum frequency is 100Hz. The gains of the shaker are set equal to $K_e = 1$ and $K_p = 0$.

It can be observed from Figure 3.52 that the analytical model is predicting the frequency of the system well, however there is discrepancy at high frequencies. This is attributed to the fact that there is rotation of the shake table extension, as discussed in Section 3.5.3.
(a) Transfer function: program command \( (u) \) to \( \Delta P \) comparison with model without servovalve

(b) Transfer function: program command \( (u) \) to \( \Delta P \) comparison with model with servovalve

(c) Transfer function: program command \( (u) \) to LVDT comparison with model without servovalve

(d) Transfer function: program command \( (u) \) to LVDT comparison with model with servovalve

Figure 3.48: Model of AMD and bearings setup evaluation for \( K_e = 1 \) and \( K_p = 0 \). Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.49: Model of AMD and bearings setup evaluation for $K_e = 1$ and $K_p = 0$. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.50: Model of AMD and bearings setup evaluation for $K_e = 1$ and $K_p = 9$. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.51: Model of AMD and bearings setup evaluation for $K_e = 1$ and $K_p = 9$. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Figure 3.52: Frequency response from shake table input, $a_g$, to different outputs of the combined AMD-PS system. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
Chapter 4

Dynamic Substructuring Strategy

This chapter represents the main contribution of this work, introducing an alternate approach to designing controls for DS. First, the applicability and implementation of the approach are discussed, highlighting its simplicity relative to conventional approaches. Then, two sets of shake table experiments are presented, demonstrating the performance of this approach. These experiments utilize the 1DOF AMD and the resonant physical subsystem of Chapter 3. The first set compares how closely the 1DOF AMD with control resembles different virtual subsystems. As pointed out in Chapter 1, being able to test this independently of any physical subsystem is a feature of this new approach. In the second set of experiments, the resonant physical subsystem is used, and the response of the combined system is evaluated. The experimental results attest to robust stability and accuracy of the new approach.

4.1 Concept

DS is approached here from a different point of view than previous efforts described in Chapter 2. This new approach does not involve a tracking controller, a compensator for the actuator dynamics, or specialized numerical integration schemes. While this approach is applicable more generally, for concreteness, it is described in the context of the configuration
shown in Figure 4.1a. This is similar to the SFSI configuration of Figure 5.1.

The AMD has two inputs — the physical subsystem motion (acceleration) and a control input. The physical control input to a hydraulic shaker is a valve driver current reference. However, as described in Chapter 3, the AMD is operated in a closed-loop mode with feedback gains on the position error and the differential pressure. In this mode, the control input is a reference position. The intention is however not to track position. The feedback control of the AMD is merely to reduce sensitivity to parameter variations and nonlinearities. The effect of these feedback gains on dynamic substructuring will be discussed later in this chapter. Operating the AMD with position feedback is also convenient in terms of practical matters such as simply being able to power it on before starting a dynamic substructuring test\(^1\).

The new control strategy is based on asking the question,

\begin{quote}
What should the control input be, so that the AMD applies the same forces on the foundation as the VS would?
\end{quote}

The concept is shown in Figure 4.2. It should be noted that this is a feedforward strategy, with no tracking controller, or a compensator to make up for inexact tracking. It will be shown in the following that this greatly simplifies the control design and ensures robustly stable and accurate testing.

### 4.2 Specialization to linear systems

Rather than attempting to answer the above question in its full generality, several cases are considered where the AMD can be reasonably represented by a linear model. This restriction is made for two reasons.

\(^1\)The idea of driving an AMD with position feedback when the goal is not displacement tracking is not new; this was done in the structural control context in [114]. There, the goal was to regulate the displacements of the actively controlled structure, while the input to the AMD was a position command. Control-structure interaction was taken into account; by contrast, in the present DS strategy, control-structure interaction is **eliminated**. This strategy may therefore also hold promise in active control applications to account for control-structure interaction.
Figure 4.1: DS configuration used in this work; although the strategy described in this work is more generally applicable, discussions are based on the configuration shown here.
Forces applied on PS, $F_{PS}$ motion, $w$

Figure 4.2: Concept of our DS strategy — what should the control input be, so that the AMD applies the same forces on the PS as the VS would?

Controller

PS Motion, $w$

Controller

AMD

Control input

Forces applied on PS, $F$

Figure 4.3: Controller concept for linear AMD — when the AMD is considered linear, the force transmitted can be written as $F = H_{Fu}u + H_{Fw}w$; the concept of Figure 4.2 can then be arranged as shown here.

1. Since there is feedback control implemented in the AMD itself, the effects of nonlinearities are reduced.

2. As will be demonstrated later, the dynamic substructuring control strategy developed is not very sensitive to model variations; so using a linear model is sufficient.

With this specialization, the concept of Figure 4.2 can be rearranged as shown in Figure 4.3.

In this work, a further specialization is made, considering stable linear virtual subsystems (Section 4.3 briefly suggests how nonlinear virtual subsystems can be considered). This results in a linear controller, and the concept of Figure 4.3 can be written as

$$H_{Fw}^{VS}w = H_{Fw}w + H_{Fu}H_{uw}w \quad (4.1)$$
where $H_{uw}$ is the dynamic substructuring controller to be designed. This suggests the following for the controller

$$H_{uw} = H_{Fu}^{-1}(H_{w}^{Vs} - H_{w})$$

(4.2)

raising the question of when the inverse model $H_{Fu}^{-1}$ is meaningful. This has been considered extensively for linear multivariable systems [115–117] and even nonlinear systems [118,119] in the contexts of inverse feedforward control and model-matching [120] among others. Section 4.3.1 reviews this question in the dynamic substructuring context. Before proceeding further, the next subsection describes the virtual subsystems used later.

4.2.1 Virtual subsystems considered

In the analysis and experiments that follow, two types of virtual subsystems are used — a one-DOF system (Figure 4.1b), and a two-DOF system (Figure 4.1c). Although more complex virtual subsystems can be considered, this is not particularly necessary, because only effects that influence the DOF at the VS-PS interface need to be taken into account. It should be noted that with a one-DOF AMD, i.e., with one control input, only one interface condition can be represented as desired. For example if the base shear transmitted to the physical subsystem is represented actively, the overturning moment is automatically determined by the geometry of the AMD, and does not represent the overturning moment from the virtual subsystem. Vice versa if the overturning moment is represented actively. If multiple interface conditions must be properly represented, then a multi-DOF AMD is required. In the virtual subsystems considered here, properties are chosen so that rotational effects are negligible, and therefore overturning moments need not be properly represented. Thus, the goal is only to represent base shear, and controls are designed accordingly.

**One-DOF VS:** The equation of motion together with the force transmitted to the base is

$$m\ddot{x} + c\dot{x} + kx = -mw$$

$$F = kx + c\dot{x}$$

(4.3)
where $\chi$ is the displacement relative to the base. The usual state-space representation is

$$
\dot{x} = \bar{A}x + \bar{E}w \\
y = \bar{C}x 
$$

(4.4a)

where the output $y$ is the force transmitted, and

$$
\bar{A} = \begin{bmatrix} 0 & 1 \\ -k/m & -c/m \end{bmatrix}, \quad \bar{E} = \begin{bmatrix} 0 \\ -1 \end{bmatrix}, \quad \bar{C} = [k \ c]
$$

(4.4b)

The transfer function from the base acceleration to the force transmitted is

$$
H_{VFS}^{FS} = \frac{k + cs}{s^2 + 2\zeta\omega s + \omega^2}
$$

(4.5)

**Two-DOF VS:** The mass, damping and stiffness matrices are

$$
M = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix}, \quad C = \begin{bmatrix} c_1 + c_2 & -c_2 \\ -c_2 & c_2 + c_3 \end{bmatrix}, \quad K = \begin{bmatrix} k_1 + k_2 & -k_2 \\ -k_2 & k_2 \end{bmatrix}
$$

(4.6)

The equation of motion and force transmitted are

$$
M\ddot{\chi} + C\dot{\chi} + K\chi = -M \begin{bmatrix} 1 & 1 \end{bmatrix}^T w \\
F = k_1\chi_1 + c_1\dot{\chi}_1 + c_3\dot{\chi}_2
$$

(4.7)

where again $\chi = [\chi_1, \chi_2]^T$ is the displacement relative to the base. The state space representation is as in Equation (4.4a), with

$$
\bar{A} = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}C \end{bmatrix}, \quad \bar{E} = \begin{bmatrix} 0 \\ -1 \\ 0 \\ -1 \end{bmatrix}, \quad \bar{C} = [k_1 \ c_1 \ 0 \ c_3]
$$

(4.8)

The transfer function for the force transmitted, $H_{VFS}^{FS}$, is computed in MATLAB from the state space representation.
4.2.2 Specialization to SISO AMD

The experiments presented in Sections 4.4 and 4.5 use the single input-single output (SISO) AMD designed in Chapter 3. Therefore, a SISO AMD is considered here. The controller given in Equation (4.2) can be written as

\[
H_{uw} = \frac{H_{VS}^{V} - H_{Fw}}{H_{Fu}}
\]  

(4.9)

For implementation, we wish for \(H_{uw}\) to be stable and causal. This will be the case if [121]

1. \(H_{Fw}\) and \(H_{VS}^{V}\) are stable (all their poles are in the left half plane)

2. \(H_{Fu}\) is minimum-phase (all its zeros are in the left half plane)

3. The transfer function \(H_{uw}\) is proper (the order of its numerator polynomial is less than or equal to the order of its denominator polynomial)

For the closed-loop hydraulic AMD, from the equations presented in Section 3.2.2.2, \(H_{Fw}\) is stable and \(H_{Fu}\) is minimum phase. Therefore, if a stable virtual subsystem is selected, the first two conditions above are satisfied. However, depending on the choice of the virtual subsystem, formula (4.9) may not result in a causal transfer function \(H_{uw}\), i.e. its numerator polynomial may be of greater order than its denominator polynomial. In such cases, the \(H_{uw}\) obtained using formula (4.9) should be modified by adding an appropriate number of fast poles. This is illustrated in the next subsection through examples. Further modifications are needed to \(H_{uw}\) for other virtual subsystems as discussed in Section 4.2.4. The operator “fix” is used to denote all approximations needed to realize a controller that can be implemented, and the controller can be written as

\[
H_{uw} = \text{fix} \left( \frac{H_{VS}^{V} - H_{Fw}}{H_{Fu}} \right)
\]  

(4.10)
4.2.3 Fixing $H_{uw}$ for causality

Here the modifications to $H_{uw}$ to make it causal are illustrated using specific examples. In these examples, the AMD models shown in Section 3.2.2.2 and parameters from Tables 3.4 and 3.6 are used, and a single-DOF VS with the properties, mass $m = M_t = 3.93\text{lb-s}^2/\text{in}$, stiffness $k = 3879\text{lb/in}$, and damping coefficient $c = 12.35\text{lb-s/in}$. This results in a VS frequency of 5Hz and damping ratio of 5%, and transfer function based on equation (4.5),

$$H_{VS}^F = \frac{-12.35s + 3879}{s^2 + 3.142s + 987}$$

AMD models with and without the servovalve are considered, to show the implication of this on the causality of $H_{uw}$, i.e., on whether or not it is proper.

**Case (1) — AMD model without servovalve** The AMD transfer functions are obtained from the state-space model $\dot{x} = Ax + Bu + Eu$, where $A$, $B$ and $E$ are as in equation (3.13). Since the output of interest is the force transmitted, $C = [0 \ 0 \ A_p]$. The transfer functions are obtained in MATLAB using

```matlab
H_Fu = tf(ss(A,B,C,[]));
H_Fw = tf(ss(A,E,C,[]));
```

Using the AMD properties in Section 3.2.2.2, we get

$$H_{Fu} = -\frac{3.856\times10^6 s^2}{s^3 + 121s^2 + 2.878\times10^4s + 9.811\times10^6}$$

$$H_{Fw} = -\frac{1.131\times10^5 s + 3.856\times10^6}{s^3 + 121s^2 + 2.878\times10^4s + 9.811\times10^6}$$

Now, from equation (4.9),

$$H_{uw} = \frac{3.202\times10^{-6} s^2 - 0.02794s - 0.8783}{s^2 + 3.142s + 987}$$

(4.11)

which is proper. It should be noted that the denominator polynomials of $H_{Fw}^V$ and $H_{uw}$ are identical.
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Case (2) — AMD model with servovalve By a similar process as in the previous case, but with \( A, B \) and \( E \) taken from equation (3.14) that includes the servovalve dynamics, and \( C = [0 0 A_p \ 0] \), we obtain

\[
H_{Fu} = -\frac{7.268 \times 10^8 s^2}{s^4 + 236s^3 + 5.159 \times 10^4 s^2 + 5.425 \times 10^6 s + 1.849 \times 10^8}
\]
\[
H_{Fw} = -\frac{1.131 \times 10^5 s^2 + 2.132 \times 10^7 s + 7.268 \times 10^8}{s^4 + 236s^3 + 5.159 \times 10^4 s^2 + 5.425 \times 10^6 s + 1.849 \times 10^8}
\]

and formula (4.9) gives

\[
H_{uw} = \frac{1.699 \times 10^{-8} s^3 - 1.463 \times 10^{-4} s^2 - 0.02769 s - 0.8783}{s^2 + 3.142 s + 987}
\]

(4.12)

Now, \( H_{uw} \) is not proper, and consequently, not causal. It therefore cannot be exactly implemented for realtime application. To make it proper, it is approximate by adding one fast pole. The frequency of this pole is chosen to be higher than all the dynamics of interest in the system. In the experiments that follow, where needed, this frequency is set equal to 1000Hz \((2\pi \times 1000\text{rad/s})\). Thus, the “fixed” transfer function is

\[
H_{uw} = \frac{1.067 \times 10^{-4} s^3 - 0.9191 s^2 - 174 s - 5518}{(s^2 + 3.142 s + 987)(s + 6283)}
\]

(4.13)

\[
= \frac{1.067 \times 10^{-4}(s - 8797)(s + 145.6)(s + 40.37)}{(s + 6283)(s^2 + 3.142 s + 987)}
\]

A comparison of the frequency responses of the non-causal and causal versions of the controller, \( H_{uw} \) are shown in Figure 4.4. The figure also shows the discrete approximation of the causal controller, described in Section 4.2.5.

4.2.4 Other considerations — high pass filtering

It has already been shown that formula (4.9) needs to be adjusted for causality. There are also other occasions when the controller resulting from the direct application of formula (4.9) is not ideal to implement directly. Often integrators appear, which will result in drift of the AMD proof mass. Two such examples are discussed below.
Example 1 — VS mass not equal to proof mass: Again, AMD properties from Chapter 3 are used, and a single degree-of-freedom VS with the properties, mass \( m = 1.97 \text{lb-s}^2 \text{in} \neq M_t \), stiffness \( k = 1939 \text{lb/in} \), and damping coefficient \( c = 6.17 \text{lb-s} \text{in} \) is considered. This results in a VS frequency of 5Hz and damping ratio of 5%, and transfer function

\[
H_{Fw}^{VS} = -\frac{6.17s + 1939}{s^2 + 3.142s + 987}
\]

Application of equation (4.9) gives a controller transfer function

\[
H_{uw} = \frac{8.494 \times 10^{-9}s^5 - 1.51 \times 10^{-4}s^4 - 0.02876s^3 - 1.062s^2 - 16.05s - 493.5}{s^2(s^2 + 3.142s + 987)}
\]

Note that there is a double integrator in the controller. The presence of the double integrator may be understood by recognizing that if \( m = M_t \), then at steady state, i.e. constant base acceleration \( w \), the force transmitted by the AMD is the same as that of the VS with no control action. However, if \( m \neq M_t \), additional control action is needed.
In configurations similar to the canonical configuration of Figure 4.1a, it is likely that the VS mass is equal to or comparable to the proof mass. This is because in this configuration, the weight of the VS must be physical; it is only the lateral dynamics of the VS that is imitated through controls. In the experiments described in Section 4.4, the VS mass is taken equal to the proof mass.

**Example 2 — Damping not stiffness-proportional:** Let us now consider a 2-DOF virtual subsystem. First, the properties, \(m_1 = m_2 = M_t/2\), \(k_1 = k_2 = 7758\text{lb/in}\), \(c_1 = c_2 = 12.35\text{lb-s/ln}\), \(c_3 = 0\) are used. The damping in this case is stiffness-proportional. The virtual subsystem transfer function is

\[
H_{VS}^{F_w} = -\frac{12.35s^3 + 7913s^2 + 1.95\times10^5s + 6.125\times10^7}{s^4 + 18.85s^3 + 1.188\times10^4s^2 + 4.961\times10^4s + 1.559\times10^7}
\]

and the controller from equation (4.9) is

\[
H_{uw} = \frac{1.699\times10^{-8}s^5 - 0.0001407s^4 - 0.02855s^3 - 2.601s^2 - 279.2s - 7947}{s^4 + 18.85s^3 + 1.188\times10^4s^2 + 4.961\times10^4s + 1.559\times10^7}
\]

The controller is not causal and can be implemented after adding a fast pole as described in Section 4.2.3.

Next, a two-DOF VS is considered with the following alternate properties: \(m_1 = m_2 = M_t/2\), \(k_1 = 31030\text{lb/in}\), \(k_2 = 7758\text{lb/in}\), \(c_1 = c_3 = 12.35\text{lb-s/ln}\), \(c_2 = 0\). The specific VS is used in Section 4.4.2.2 to exaggerate the influence of the second mode. With these properties, the damping matrix is not stiffness-proportional. The virtual subsystem transfer function is

\[
H_{VS}^{F_w} = -\frac{3.103\times10^4s^2 + 1.95\times10^5s + 2.45\times10^8}{s^4 + 12.57s^3 + 2.373\times10^4s^2 + 1.488\times10^5s + 6.234\times10^7}
\]

and the controller from equation (4.9) is

\[
H_{uw} = \frac{-1.129\times10^4s^5 - 0.02095s^4 - 2.458s^3 - 406.7s^2 - 1.105\times10^4s - 9.922\times10^4}{s(s^4 + 12.57s^3 + 2.373\times10^4s^2 + 1.488\times10^5s + 6.234\times10^7)}
\]
When the damping matrix is not stiffness proportional, it can be observed that the controller has again an integrator. A double integrator also appears when causal controller is designed using a state space approach in Section 4.3.

In such cases, in order to prevent drift of the proof mass, the controller should be augmented with a high-pass filter. In the experiments of Sections 4.4 and 4.5, where needed, a cutoff frequency of 0.1Hz is used for such high pass filters.

4.2.5 Controller implementation

The computation and implementation of the controller can be summarized as follows.

1. Calculate the controller $H_{uw}$, using formula (4.9), implemented in MATLAB as

   $H_{uw} = \text{minreal}((H_{VS} - H_{Fw})/H_{Fu},1e^{-4})$;

2. If necessary, make the controller causal by adding a fast pole, as described in Section 4.2.3.

   $\omega = 2\pi*1000$;
   $H_{uw\_causal} = H_{uw}/(s/\omega+1)$;

3. If integrators are present, add a high pass filter as described in Section 4.2.4. For example, if a single integrator is present, as in Example 2 in Section 4.2.4, the a first order high pass filter is added.

   $H_{\text{highpass}} = s/(s+2\pi*0.1)$;
   $H_{uw\_\text{fixed}} = \text{minreal}(H_{uw\_\text{causal}}*H_{\text{highpass}},1e^{-4})$;

4. Discretize the controller.

   $\text{controller} = \text{c2d}(H_{uw\_\text{fixed}},1/1024,'tustin')$;

5. Obtain the state space representation of the discrete-time controller.
controller_ss = ss(controller);

6. Implement the controller as a LabVIEW MathScript (Figure 3.31).

Before proceeding to evaluate the effectiveness of this control design for DS through experiments, an alternate view of this approach is presented that may serve as a better starting point if nonlinear virtual subsystems and multi-DOF systems need to be considered.

### 4.3 State space view of controller

To further understand the transfer function inverse and causality considerations involved in constructing the controller $H_{uv}$, and as a starting point for extending this approach to multiple input-multiple output AMDs and nonlinear VSs, a state space view of the process described above is considered.

We start from state space descriptions of the AMD model

$$
\begin{align*}
\dot{x} &= Ax + Bu + Ew \\
y &= Cx
\end{align*}
$$

(4.14)

and of the VS,

$$
\begin{align*}
\dot{x} &= \dot{Ax} + \dot{E}w \\
\bar{y} &= \bar{C}x
\end{align*}
$$

(4.15)

Equation (4.14) may correspond to the equation that includes servovalve dynamics presented in Section 3.2.2.4, or the one presented in Section 3.2.2.3 that does not. Equation (4.15) may correspond to VS models such as the ones given by the equations (4.4b) and (4.8).

In state space terms, the control design concept of Figure (4.2) can be stated as

For $x(0) = 0$ and $\bar{x}(0) = 0$, find $u$ such that $y(t) = \bar{y}(t)$ for $t \geq 0$.

If the model (4.14) had a direct feedthrough term, this can be used to solve for $u$. However, since (4.14) does not have a direct feedthrough term, the well-established procedure first
introduced by Brockett [122] is followed to solve for $u$. It is required that $\dot{y}(t) = \dot{\bar{y}}(t)$. Since $y(0) = \bar{y}(0) = 0$, this implies that $y(t) = \bar{y}(t)$. From $\dot{y}(t) = \dot{\bar{y}}(t)$, we have

$$C\dot{x} = \bar{C}\dot{\bar{x}}$$

Substituting for $\dot{x}$ and $\dot{\bar{x}}$ from equations (4.14) and (4.15),

$$CAx + CBu + CEw = \bar{C}\bar{A}\bar{x} + \bar{C}Ew$$

There are now two possibilities.

**Case (i) $CB \neq 0$:** In this case, the above equation can be solved for $u$.

$$u = - (CB)^{-1}CAx + (CB)^{-1}\bar{C}\bar{A}\bar{x} + (CB)^{-1}(\bar{C}E - CE)w$$

Substituting in equation (4.14) and combined with equation (4.15), the following state space representation for the controller is obtained.

$$\dot{x} = \tilde{A}\dot{x} + \tilde{E}w$$
$$u = \tilde{C}\dot{x} + \tilde{F}w$$

where

$$\dot{x} = [x^T \quad \bar{x}^T]^T$$
$$\tilde{A} = \begin{bmatrix} (A - B(CB)^{-1}CA) & B(CB)^{-1}CA \\ 0 & \bar{A} \end{bmatrix}$$
$$\tilde{E} = \begin{bmatrix} (E + B(CB)^{-1}(\bar{C}E - CE))^T & \bar{E}^T \end{bmatrix}^T$$
$$\tilde{C} = [- (CB)^{-1}CA \quad (CB)^{-1}\bar{C}A]$$
$$\tilde{F} = (CB)^{-1}(\bar{C}E - CE)$$

Note that this is the case, i.e., $CB \neq 0$, when equation (4.14) corresponds to model of the AMD presented in Section 3.2.2.2 that does not include servovalve dynamics. The transfer function representation of equation (4.16) is identical to that obtained in case (1) in Section 4.2.3.
Case (ii) $CB = 0$: In this case, we require $\ddot{y}(t) = \ddot{y}(t)$. Differentiating again,

\[ CA\dot{x} + CE\dot{w} = \bar{C}\bar{A}\dot{x} + \bar{C}\bar{E}\dot{w} \]

and substituting from equations (4.14) and (4.16),

\[ CA(Ax + Bu + Ew) + CE\dot{w} = \bar{C}\bar{A}(\bar{A}\dot{x} + \bar{E}w) + \bar{C}\bar{E}\dot{w} \]

Now if $CAB \neq 0$, we can solve for $u$.

\[ u = -(CAB)^{-1}CA^2x + (CAB)^{-1}\bar{C}\bar{A}^2\bar{x} + (CAB)^{-1}(\bar{C}\bar{A}\bar{E} - CAE)w + (\bar{C}\bar{E} - CE)\dot{w} \quad (4.17) \]

It can be seen that $u$ depends on $\dot{w}$, and therefore, this computation of $u$ is not causal. However, a causal approximation of $\dot{w}$ may be obtained as follows.

\[ \dot{\tilde{w}} = -\alpha \tilde{w} - \alpha^2 w \]
\[ \dot{\tilde{w}} = \tilde{w} + \alpha w \quad (4.18) \]

where $\alpha \gg 0$, a state-space representation of the transfer function

\[ \frac{\alpha s}{s + \alpha} \]

a causal approximation to a differentiator. This can be combined with equations (4.17), (4.14) and (4.15), resulting in the following state-space representation for the controller.

\[ \dot{\tilde{x}} = \tilde{A}\tilde{x} + \tilde{E}w \]
\[ u = \bar{C}\tilde{x} + \bar{F}w \quad (4.19a) \]

where
\[ \dot{x} = [x^\top \ ˜x^\top \ ˜\bar{w}]^\top \]

\[
\dot{\hat{A}} = \begin{bmatrix}
(A - B(CAB)^{-1}CA^2) & B(CAB)^{-1}\bar{C}\bar{A}^2 & B(CAB)^{-1}(\bar{C}\bar{E} - CE) \\
0 & \hat{\bar{A}} & 0 \\
0 & 0 & -\alpha 
\end{bmatrix}
\]

\[ \dot{\hat{E}} = [(E + B(CAB)^{-1}((\bar{C}\bar{A}\bar{E} - CAE) + \alpha(\bar{C}\bar{E} - CE))))^\top \ ar{E}^\top \ -\alpha^2]^\top \]

\[ \dot{\hat{C}} = [-((CAB)^{-1}CA^2 \ (CAB)^{-1}\bar{C}\bar{A}^2 \ (CAB)^{-1}(\bar{C}\bar{E} - CE)) \]

\[ \dot{\hat{F}} = (CAB)^{-1}((\bar{C}\bar{A}\bar{E} - CAE) + \alpha(\bar{C}\bar{E} - CE)) \]

Unlike in case (i), this controller is not the same as that obtained by the transfer function approach. Formula (4.19b) is an alternate causal controller that results in the AMD having the same effect as the VS. For the VS considered in case (2) in Section 4.2.3, the transfer function of this controller is

\[ H_{uw} = \frac{-4.3603 \times 10^{-5}(s + 2.155 \times 10^4)(s + 145.5)(s + 40.38)(s^2 + 0.0008976s + 0.5615)}{s^2(s + 6283)(s^2 + 3.142s + 987)} \]

which has a double integrator. Adding a second order high pass filter with frequency 0.1Hz and damping ratio 0.7, we get

\[ H_{uw} = \frac{-4.3603 \times 10^{-5}(s + 2.155 \times 10^4)(s + 145.5)(s + 40.38)(s^2 + 0.0008976s + 0.5615)}{(s^2 + 0.8796s + 0.3948)(s + 6283)(s^2 + 3.142s + 987)} \]

A comparison of the controllers obtained using the transfer function approach and state space approach is shown in Figure 4.5. The controller designed using the state space approach leads to the AMD more closely resembling the VS. The transfer function-based controller is used in the experiments that follow, because the state space approach was not realized at the time of the experiments.

The state space view could serve as a starting point if it is needed to represent nonlinear virtual subsystems. It also translates readily to multi-DOP systems. The extension of the above approach to multi-axis AMDs is presented in the next section.
Figure 4.5: Comparison of transfer function and state space approaches for controller design
4.3.1 Multi-axis AMD configurations

Consider a multi-axis AMD, for example, as shown in the concept of Figure 1.1, with \( n_{\text{DOF}} \) degrees of freedom for the proof mass and \( n_{\text{ACT}} \) actuators \( (n_{\text{ACT}} \geq n_{\text{DOF}}) \). Let \( x_1 \in \mathbb{R}^{n_{\text{DOF}}} \) be the displacements (and small rotations) associated with the DOF of the proof mass, \( x_2 \in \mathbb{R}^{n_{\text{DOF}}} \) the corresponding velocities, \( x_3 \in \mathbb{R}^{n_{\text{ACT}}} \) the differential pressures in the actuators, and \( x_4 \in \mathbb{R}^{n_{\text{ACT}}} \) the servovalve states in the actuators. Let \( T \) denote the \( n_{\text{ACT}} \times n_{\text{DOF}} \) kinematic transformation from the proof mass DOF to the actuator displacements, so that \( Tx_1 \) represents the actuator displacements. Then the multi-DOF extension of the AMD model (3.14) is

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{pmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & I & M_t^{-1}T^\top A_p & 0 \\
0 & -k_{\text{ACT}} & -c_{\text{ACT}} & d \\
-\alpha_s K_e T & 0 & -\alpha_s K_p & -\alpha_s
\end{bmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{pmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
\alpha_s K_e T
\end{bmatrix} u +
\begin{bmatrix}
0 \\
0
\end{bmatrix} w
\] (4.22a)

where now \( M_t \) is an \( n_{\text{DOF}} \times n_{\text{DOF}} \) matrix, \( A_p \) and \( \alpha_s \) are \( n_{\text{ACT}} \times n_{\text{ACT}} \) diagonal matrices of actuator piston areas and servovalve cutoff frequencies, \( K_e \) and \( K_p \) are \( n_{\text{ACT}} \times n_{\text{ACT}} \) diagonal matrices of actuator proportional and differential pressure gains, and \( k_{\text{ACT}}, c_{\text{ACT}} \) and \( d \) are \( n_{\text{ACT}} \times n_{\text{ACT}} \) diagonal matrices of actuator stiffness \( (2A_p \kappa/x_m) \) from equation (3.9), damping \( (2\kappa/(A_p x_m)(K_1 + K_t)) \) from equation (3.9)) and flow gain \( (4\kappa/(A_p x_m)K_V) \) from equation (3.11)). The output, the transmitted force \( (\in \mathbb{R}^{n_{\text{DOF}}}) \), is given by

\[
y = [0 \ 0 \ -T^\top A_p \ 0]
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{pmatrix}
\] (4.22b)

Equations (4.22) are in the form of (4.14). Since the states of any one actuator are completely uncoupled from those of the others, the analysis of these equations closely resembles case (ii) above. We realize that \( CB = 0 \), but \( CAB = -T^\top(A_p \alpha_s d K_e)T \) is nonsingular because the kinematic transformation, \( T \), is full rank. The controller therefore has the state space representation (4.19). This, of course, has to be adjusted for integrators and other
4.4 Testing AMD function independently of any PS

This section describes experiments carried out to assess how closely the AMD, using the controller of Section 4.2.5, is able to imitate different virtual subsystems. In these tests, no physical subsystem is used; the capabilities of the AMD are tested independently of any physical subsystem. The ability to do so is a feature of the new strategy.

The experimental setup is shown in Figure 4.6, with the AMD mounted on a shake table. In addition to the AMD displacement (LVDT), acceleration and differential pressure, the shake table acceleration, \( w \), is also measured, and is the input to the DS controller. Different one-DOF and two-DOF virtual subsystems are considered as detailed below. For each target VS, a controller is computed and implemented as outlined in Section 4.2.5. DS performance is assessed in terms of frequency response. The base-motion \( (w) \)-applied force \( (A_p \Delta P) \) frequency response of the AMD together with the controller is obtained experimentally as described in Section 3.5.2.2. This is compared with the corresponding frequency response of the target VS. For all these tests, the shake table is commanded with a 0.5g amplitude multisine acceleration. The bandwidth of the multisine is however 50Hz for some tests and 100Hz for others. The actual measured acceleration of the shake table is used as the input, \( w \), for frequency response calculation.

The effect of gain settings in the hydraulic feedback controller on performance of dynamic substructuring is also explored. At higher amplitudes of motion of the AMD, which result for example when the VS natural frequency or damping ratio is low, nonlinearities are more pronounced in the AMD behavior. The effect of these nonlinearities on dynamic substructuring with a controller designed based on a linear AMD model is examined.
Figure 4.6: Experimental configuration for testing AMD function independently of physical subsystem — AMD mounted on shake table (see [98] for details of shake table extension)
4.4.1 One-DOF virtual subsystems

Eight one-DOF virtual subsystems are considered with natural frequencies 5Hz–40Hz in intervals of 5Hz. The mass of each VS is taken as equal to the proof mass of the AMD, and the damping ratio as 5%. DS experiments are repeated with two sets of hydraulic controller gains settings — $K_e = 1$, $K_p = 0$ and $K_e = 1$, $K_p = 9$. There is thus a total of 16 experiments. The $w$–$A_p$)$\Delta P$ frequency response of the AMD+controller is compared with the base-acceleration–transmitted force frequency response of the corresponding target VS (equation (4.5)). Results are shown in Figures 4.7–4.9. The following can be observed.

1. For all VS natural frequencies and hydraulic controller gain settings, the frequency responses of the AMD+controller match closely those of the target virtual subsystems. Specifically, the amplitude and phase response near the natural frequency are represented well. This demonstrates that the proposed dynamic substructuring controller is effective.

2. For VS with lower natural frequencies, when the $\Delta P$ gain, $K_p = 0$ (Figures 4.7a, 4.7c and 4.7e), the AMD+controller frequency response deviates from that of the target VS at frequencies over 20Hz, to the right of the VS natural frequency. For these same VS, when a higher $\Delta P$ gain is used (Figures 4.7b, 4.7d and 4.7f) the discrepancy at least in the amplitude response decreases. The fact that the difference in amplitude frequency response decreases with increased $K_p$ suggests that the deviation is related to the 27Hz oil-column frequency of the AMD. The DS controller produces very little input at frequencies away from the VS natural frequency. The hypothesis is that nonlinearities in the system result in harmonics that are unmitigated near the oil-column frequency. This requires further work.

3. For VS frequencies in the 20Hz–30Hz range (Figure 4.8), there is not a significant deviation between the AMD+controller and target VS frequency responses. This is presumably because for these VSs, the controller produces substantial input in the vicinity of the oil-column frequency, and the AMD response to this input dominates.
any harmonic effects.

4. For even higher VS frequencies of 35Hz and 40Hz (Figure 4.9), the deviation begins to appear to the left of the natural frequency, lending further credence to the hypothesis that this is related to the AMD oil-column frequency.

5. In some of the plots such as Figures 4.7a, 4.7b, 4.8a, 4.8c and 4.8e, there are abrupt changes in the measured phase response. These changes are multiples of $360^\circ$, and are just artifacts of plotting.

In summary, the proposed DS controller is effective in imitating virtual subsystems over a wide range of frequencies. When the natural frequency of the virtual subsystem is away from the oil-column frequency of the AMD, there is a small deviation in the frequency response, which is reduced with a sufficiently large $\Delta P$ gain, $K_p$, is used.

4.4.1.1 Effect of servovalve saturation

A VS of given natural frequency and mass transmits greater force as its damping ratio decreases for forcing frequencies below $\sqrt{2}$ times its natural frequency. This is shown in Figure 4.10a for a VS of 5Hz natural frequency. Consequently, as the VS damping ratio is reduced, the acceleration needed in the AMD increases. This leads to a higher velocity demand in the AMD, and greater flow demand in the servovalve. Therefore, VSs with lower damping ratio are considered to explore what happens when there is increased flow demand, and potentially saturation of the servovalve. Specifically, when this occurs, the behavior of the AMD is nonlinear, and the goal is to see how a DS controller designed based on a linear model of the AMD would work.

5Hz VS with damping ratios of 5%, 2% and 1% are considered. Experimental results are shown in Figure 4.11 for gain setting $K_e = 1$, $K_p = 0$, and in Figure 4.12 for $K_e = 1$, $K_p = 9$. In these figures, the left columns show the measured AMD+controller and target VS frequency responses, and right columns show corresponding the time series of the servovalve command. A 10V servovalve command indicates saturation. The following
Figure 4.7: DS testing of AMD function independently of physical subsystem for one-DOF VS of frequencies 5Hz, 10Hz and 15Hz and damping ratio 5%; red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response.
Figure 4.8: DS testing of AMD function independently of physical subsystem for one-DOF VS of frequencies 20Hz, 25Hz and 30Hz and damping ratio 5%; red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response.
Figure 4.9: DS testing of AMD function independently of physical subsystem for one-DOF VS of frequencies 35Hz and 40Hz and damping ratio 5%; red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response.
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Testing AMD function independently of any PS

(a) Natural frequency = 5Hz, damping ratio varied from 1% to 5%

(b) Damping ratio = 5%, natural frequency varied from 1Hz to 5Hz

Figure 4.10: Force transmitted/mass for different virtual subsystems with varying natural frequency and damping

Observations can be made.

1. For VS with 5% damping ratio, the valve command is only at 50% of saturation (Figures 4.11b and 4.12b). The frequency response of the AMD+controller closely matches that of the target VS, subject to the caveats discussed in Section 4.4.1 (Figures 4.11a and 4.12a).

2. When the damping ratio is decreased to 2%, the valve command just saturates (Figures 4.11d and 4.12d). The natural frequency of the target VS and the corresponding phase change are captured, but the AMD does not achieve the resonant peak (Figures 4.11c and 4.12c). The harmonics resulting from nonlinear effects, as discussed in Section 4.4.1 are more pronounced.

3. When the damping ratio is further reduced to 1%, the valve command saturates over significant periods of time (Figure 4.12f). While the natural frequency and the corresponding phase change are represented, the amplitude of the resonant peak is significantly less, and the the width of the resonant peak is smaller as well (Figure 4.12e). There is also a significant third harmonic.

Even when there is significant nonlinearity in the form of valve saturation, a controller...
Figure 4.11: DS testing of AMD function for 5Hz one-DOF VS and different damping ratios with $K_e = 1$ and $K_p = 0$; in the frequency response plots, red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response designed based on a linear model of the AMD is effective in capturing the natural frequency and associated phase change of the target VS. This reflects the robustness of such a controller for DS.

It should be noted that even when the damping ratio of the target VS is small, a sufficiently low level base acceleration would not cause saturation. The 360° phase drifts in some of Figures 4.11 and 4.12 are plotting artifacts as mentioned earlier.

Another situation that could cause high servovalve flow demands is when the VS has a low natural frequency. Figure 4.10b shows that the maximum force transmitted, and
Testing AMD function independently of any PS

(a) VS damping = 5\%: frequency response (same as Figure 4.7b)

(b) VS damping = 5\%: valve command time series

(c) VS damping = 2\%: frequency response

(d) VS damping = 2\%: valve command time series

(e) VS damping = 1\%: frequency response

(f) VS damping = 1\%: valve command time series

Figure 4.12: DS testing of AMD function for 5Hz one-DOF VS and different damping ratios with $K_e = 1$ and $K_p = 9$; in the frequency response plots, red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response
hence the acceleration demand, is the same irrespective of natural frequency. Therefore the velocity demand increases with decreasing natural frequency. Figure 4.13 shows results for a 2Hz VS. These are similar to the VSs with low damping. The valve command saturates over significant durations; the natural frequency and the resultant phase changes are represented, but the resonant peak is smaller, and harmonics associated with nonlinearities are more pronounced. Again, the fact that the essential dynamic characteristics of the VS are captured well despite significant nonlinear behavior of the AMD attests to the robustness of the proposed DS strategy.
4.4.1.2 Effect of control design excluding servovalve model

As an additional robustness check, DS experiments are performed with a controller designed using the AMD model excluding the servovalve dynamics, according to equation (3.13). As discussed in Section 3.5.2, the AMD model without the servovalve is not as accurate. VS of 5Hz, 10Hz, 15Hz and 20Hz natural frequencies all with 5% damping ratio are considered. Results are presented in Figure 4.14. The main dynamic characteristics of the VSs are still represented closely, further supporting the robustness of the proposed DS strategy.

4.4.2 Two-DOF virtual subsystem

Next, the ability of the AMD+controller to imitate multi-DOF VSs is explored. Specifically two-DOF VSs, as shown in Figure 4.1c, are considered. First, realistic two-DOF models
with \( c_3 = 0 \) are considered. In such two-DOF VSs, the force transmitted to the base is dominated by the first mode of vibration. Therefore these VSs do not truly challenge the ability of the proposed DS strategy to represent multiple resonant frequencies. To do so, somewhat unrealistic two-DOF VSs are artificially constructed with \( c_3 \neq 0 \) and other properties adjusted, in such a way as to exaggerate the contribution of the second mode in the transmitted force. Both these scenarios are described below.

### 4.4.2.1 Realistic properties

Two-DOF VSs are constructed by stacking two identical one-DOF structures, each with mass \( m \), frequency \( f \), and damping ratio \( \zeta \). The total mass of the two-DOF system is taken equal to the AMD proof mass (so that the weight of the two-DOF system is represented physically as described under Example 1 in Section 4.2.4). Then, \( m = M_t/2 \), and in equation (4.6), \( m_1 = m_2 = M_t/2 \), \( k_1 = k_2 = (2\pi f)^2(M_t/2) \), \( c_1 = c_2 = 2\zeta (2\pi f)(M_t/2) \) and \( c_3 = 0 \).

For such a two-DOF VS, a straightforward eigenvalue analysis gives the two natural frequencies to be \( 0.618f \) and \( 1.618f \), and the mass normalized mode shapes

\[
\Phi = \frac{1}{\sqrt{M_t}} \begin{bmatrix} 0.743 & 1.203 \\ 1.203 & -0.743 \end{bmatrix}
\]

The damping matrix is stiffness-proportional, hence classical, and the damping ratios corresponding to the first two modes are \( 0.618\zeta \) and \( 1.618\zeta \). The participation factors of the two modes are \( 1.947\sqrt{M_t} \) and \( 0.460\sqrt{M_t} \).

Two two-DOF VSs are considered with \( f = 10Hz \) and \( f = 20Hz \), each with \( \zeta = 5\% \). In each case, the transfer function, \( H_{VS}^{FS} \), of the VS is obtained as described in Section 4.2.1, and the DS controller is designed following the process outlined in Section 4.2.5.

Results are shown in Figure 4.15. The amplitude response is plotted in decibel scale to show the very small contribution of the second mode to the transmitted force. The first mode is well-represented. The magnitude of the second peak is about 100 times less than the first peak, so that from the perspective of the transmitted force, the VS is like a
Figure 4.15: DS experiments with AMD only for 2DOF VS with realistic properties; damping ratio of the constituent one-DOF systems, $\zeta = 5\%$; hydraulic controller gain settings, $K_e = 1$, $K_p = 0$; red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response; amplitude is shown in dB scale to show the small second-mode contribution.

one-DOF system. In the measured response, the second mode is dominated by harmonics resulting from nonlinearities. Such a two-DOF VS does not really challenge the capability of the DS strategy to represent multi-DOF VSs.

### 4.4.2.2 Exaggerated properties

To truly test the ability of the DS strategy to represent multi-DOF VSs, two-DOF systems with unrealistic configurations are considered, to exaggerate the contribution of the second mode to the transmitted force. Again two one-DOF systems are stacked. The frequency of the top one-DOF system is taken as $f$, but the frequency of the bottom one-DOF system is taken as $2f$. The total mass is again taken equal to the proof mass, and split equally between the two one-DOF systems. The damping coefficient $c_3$ is chosen so that the top one-DOF system with fixed base has a damping ratio $\zeta$. $c_1$ is taken equal to $c_3$, and $c_2$ is set to zero. Thus, in equation (4.6), $m_1 = m_2 = M_t/2$, $k_2 = (2\pi f)^2(M_t/2)$, $k_1 = 4k_2$, $c_1 = c_3 = 2\zeta(2\pi f)(M_t/2)$ and $c_2 = 0$.

An eigenvalue analysis shows the two natural frequencies of such a two-DOF VS are $0.874f$ and $2.288f$, and the corresponding mass-normalized mode shapes are
The damping matrix is mass-proportional, hence classical, and the damping ratios associated with the first two modes are $\zeta/0.874$ and $\zeta/2.288$. The modal participation factors for the two modes are $1.701\sqrt{M_t}$ and $1.051\sqrt{M_t}$. The contribution of the second mode to the transmitted force is greater for this arrangement of properties, because its participation factor is larger and damping ratio is smaller.

Three such two-DOF VSs are considered with $f = 3\text{Hz}$, $f = 5\text{Hz}$ and $f = 10\text{Hz}$, each with $\zeta = 5\%$. Results are shown in Figure 4.16. Both modes are represented well in terms of both amplitude and phase. For the low-frequency cases in Figures 4.16a and 4.16b, the peaks in the measured frequency response are shorter because of greater flow demand as discussed in Section 4.4.1.1. Figures 4.16c and 4.16e show the effect of harmonics near the AMD oil-column frequency, resulting from nonlinearities as discussed in Section 4.4.1. Figures 4.16d and 4.16f show how this effect is mitigated by using a higher $\Delta P$ gain, again consistent with the description in Section 4.4.1. The abrupt changes is phase observed in some of the phase plots in Figure 4.16, which are multiples of $360^\circ$, are, as pointed out earlier, simply plotting artifacts. It can be concluded that the proposed DS strategy is effective for two-DOF, and in general multi-DOF VS.

### 4.5 Dynamic substructuring with PS

Having established the ability of the AMD together with the DS controller to imitate different virtual subsystems, the next step is to actually perform dynamic substructuring with a physical subsystem. This is done using the tested of Chapter 3, where the physical subsystem is the weights supported by six elastomeric bearings as described in that chapter. The setup with the physical subsystem with an AMD atop it representing a virtual subsystem, placed on the shake table is shown in Figure 4.17. One-DOF virtual subsystems with frequencies 5Hz, 7Hz and 10Hz, each with mass equal to the AMD proof mass and 5% damping ratio are considered.
Figure 4.16: DS experiments with AMD only for 2DOF VS with exaggerated properties; the top one-DOF system frequency $f$ is varied, and its damping ratio $\zeta = 5\%$; red solid lines represent the measured AMD+controller frequency response, and blue dashed lines, the target VS frequency response.
Figure 4.17: Experimental configuration for dynamic substructuring — physical subsystem (weight supported by a system of six elastomeric bearings) with an AMD atop representing a virtual subsystem, placed on a shake table; further details are as shown in Figure 3.10
4.5.1 Imitated system model

To assess the performance of dynamic substructuring, a model of the imitated system, consisting of the physical and virtual subsystems interconnected (Figure 4.18), is considered. This model is obtained readily by starting from the combined AMD-PS model equation of motion (3.15) in Section 3.3.3, and

1. letting \( x_1 \) and \( x_5 \) represent the displacement and velocity of the virtual subsystem (rather than the AMD) relative to the physical subsystem,

2. replacing the proof mass, \( M_t \), and its moment of inertia, \( I \), by those of virtual subsystem mass, \( m \) and \( I \),

3. letting \( h \) denote the elevation of the virtual subsystem mass from the PS center of mass,

4. replacing the actuator force by the virtual subsystem force as

\[
A_p \Delta P = -c \dot{x}_1 - k x_1
\]

\( k \) and \( c \) being the stiffness and damping coefficient of the one-DOF VS, and

5. omitting the differential pressure state, \( x_9 \).

The equation of motion of the imitated model is then

\[
M \ddot{x}_{1:4} + C \dot{x}_{1:4} + K x_{1:4} + M e_2 a_g = 0 \tag{4.23a}
\]

where the mass matrix

\[
M = \begin{bmatrix}
m & m & -hm & 0 \\
m & m + m_{PS} & -hm & 0 \\
-hm & -hm & I + I_{PS} + m(h^2 + e^2) & -em \\
0 & 0 & -em & m + m_{PS}
\end{bmatrix} \tag{4.23b}
\]
be represented in state-space format as

\[
\begin{bmatrix}
    k & 0 & 0 & 0 \\
    0 & K_H & K_H \left( \frac{2}{3} h_1 + \frac{3}{4} h_2 \right) & 0 \\
    0 & K_H \left( \frac{2}{3} h_1 + \frac{3}{4} h_2 \right) & K_H \left( \frac{2}{3} h_1 + \frac{3}{4} h_2 \right) + (K_{1v} + K_{2v}) \frac{L^2}{4} & (K_{2v} - K_{1v}) \frac{L}{2} \\
    0 & 0 & (K_{2v} - K_{1v}) \frac{L}{2} & K_{1v} + K_{2v}
\end{bmatrix}
\]

(4.23c)

and the damping matrix, \( C \), is identical in form to the stiffness matrix, \( K \), with the stiffnesses \( k, K_H, K_{1v} \), and \( K_{2v} \) replaced with the damping coefficients \( c, C_H, C_{1v} \), and \( C_{2v} \). This can be represented in state-space format as

\[
\dot{x} = Ax + Ea_g \\
y = Cx
\]

(4.24a)

where
\[ A = \begin{bmatrix} 0_{4\times4} & I_{4\times4} \\ -M^{-1}K & -M^{-1}C \end{bmatrix} \]

\[ E = \begin{bmatrix} 0_{1\times4} & -e_2^\top \end{bmatrix}^\top \]

The output \( y \) of interest is the total acceleration of the PS mass, and

\[ C = \begin{bmatrix} k_{mPS} & -K_H mPS & 0 & -c_{mPS} & -C_H mPS & 0 \\ \frac{2}{3}h_1 + \frac{1}{3}h_2 & K_H mPS & 0 & \frac{2}{3}h_1 + \frac{1}{3}h_2 & C_H mPS & 0 \end{bmatrix} \]

For reasonable values of the VS moment of inertia, \( I \), and elevation, \( h \), that are not too large, the imitated system can be approximated simply with the two translational DOF. It is also not important in this case that in dynamic substructuring, the AMD represent overturning moments properly (see Section 4.2.1). The imitated system equation of motion is then

\[
\begin{bmatrix} m & m \\ m & m + m_{PS} \end{bmatrix} \begin{bmatrix} \ddot{x}_1 \\ \ddot{x}_2 \end{bmatrix} + \begin{bmatrix} c & 0 \\ 0 & C_H \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} + \begin{bmatrix} k & 0 \\ 0 & K_H \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = - \begin{bmatrix} m \\ m + m_{PS} \end{bmatrix} a_g
\]

This model is used as a reference in the following to assess the performance of dynamic substructuring.

### 4.5.2 DS frequency domain performance

The comparison of the expected transfer function of the emulated model, for input \( a_g \) which is, in this case, the acceleration of the shake table and output the acceleration at the level of the steel plates is made to conclude whether the experiments are successful. The DS experiments performed for one degree of freedom virtual substructures, of 5, 7 and 10Hz fundamental frequency. Virtual substructures with higher frequencies are not considered in the specific case, because for high VS frequencies, the system would respond as a single degree of freedom system. For all the cases studied here, the damping ratio is set equal to \( \zeta_{VS} = 0.05 \). The damping and stiffness of the virtual substructure are given by equation (4.26). The input to the shake table is a multisine with amplitude 0.5g for the tests performed for the virtual substructure of 5 and 10Hz, and 0.7g for the virtual...
substructure of 7Hz. The range of excited frequencies is 0-30Hz for the experiment with 7Hz VS, while for the rest experiments reached 100Hz. These variations are simply made to investigate the performance of the method for higher frequencies and amplitudes of the excitation.

\[ C_{VS} = 2\zeta_{VS}\omega_{VS}m_1 \quad K_{VS} = \omega^2_{VS}m_1 \quad (4.26) \]

The results are shown in Figure 4.19. It is obvious that the match is still good, however one can notice that the peak corresponding to the fundamental frequency of the virtual substructure is a little off (in the order of 0.5Hz).

This can be attributed to the fact that to validate the general model, the amplitude that is used is lower compared to the input of the shake table. The difference in the amplitude of the inputs could be the reason why the specific peak is not very well predicted. It can be observed from Figure 3.42, which shows results for the case when the AMD proof mass is locked, that the same characteristic is present, even without control implementation. This supports the argument that the slight mismatch of the frequency peak is not a result of inaccurate control but is most probably caused by fluctuation in the bearings’ parameters.

However, the resulting transfer function follows well the expected values, apart from the range that the oil-column frequency is more dominant. It should be mentioned that these experiments are performed only for gain values \( K_e = 1 \) and \( K_p = 0 \), the case of the higher \( \Delta P \) gain is not examined here.

4.5.3 DS time domain performance

DS experiments with earthquake input are also performed for the same setup considered in the previous section. Similarly to the case of Section 4.5.2, the virtual substructures examined are SDOF systems of 5, 7 and 10Hz frequency. The input to the shake table is a time-compressed El Centro ground motion of 1.4g amplitude for the experiments with 7 and 10Hz virtual substructures and 0.9g for the experiments with 5Hz virtual substructure.
Figure 4.19: DS experiments for AMD and bearings setup for multisine input. Red solid lines show the experimental data and dashed blue lines show the expected response of the linear mathematical model.
The amplitude is decreased in the case of the lower frequency virtual substructure to valve saturation.

In order to examine the effectiveness of the method, the time domain acceleration histories at the PS mass level from the experimental setup and the emulated model are compared for all three VS tested, as shown in Figure 4.20. For all three cases, mismatch is observed, especially in the transient response of the system.

It is, therefore, desired to determine whether this mismatch is an indication that the DS experiment is not successful or whether this effect is related to uncertainties of the elastomeric bearing properties. For this reason, the AMD is isolated from the bearing system and its force is compared to the expected reaction force of the virtual subsystem. Specifically, the reaction force of the virtual subsystem is calculated using its analytical model for the input acceleration at the level of steel plates above the elastomeric bearings. The same acceleration along with the program command $u$ are used to obtain the force from the AMD analytical model. The comparison of the two force time histories together with the measured force during the experiment is shown in Figure 4.21.

It is evident that the match is satisfactory for all three virtual substructures examined. However, it is observed that there are high frequency components in the measured force time history, especially in the transient response, as is clearly demonstrated in Figure 4.22. This is attributed to the oil-column frequency of the AMD. To check this theory, a low pass filter is applied in the measured force history at 25Hz. The filtered force time history also shown in Figure 4.21 follows well the expected values, hence this in fact indicates that the high frequency components are a result of the oil-column frequency.

The fact that Figure 4.21 shows that the comparison between the AMD and the VS model is good proves that the mismatch in the acceleration time histories is a result of the uncertain properties of the elastomeric bearings, and is not an indication of inaccurate DS testing. It is also reminded here that similar effects are recognized in the case with the multisine inputs, as described in Section 4.5.2. It is also worth noticing the limit cycles present in the experimental measurements of the experiment of the low frequency (5Hz)
virtual subsystem. This effect is discussed in more detail in Section 4.5.4.

### 4.5.4 Limit cycle behavior for low-frequency virtual subsystems

Finalizing the discussion of the DS experiments performed using this new approach, it is important to mention an interesting phenomenon observed during the experiments. While attempting to emulate VS with low fundamental frequency and/or damping, self sustained oscillations (limit cycles) are observed for small excitation. The oscillations are of high amplitude in the case when the $\Delta P$ gain is low while they are significantly decreased when the $\Delta P$ gain is of high value.

An example of this behavior is shown in Figure 4.23, for virtual substructures of 1 and 3Hz. More specifically, this oscillatory effect is present in the program command, $u$, time history of the AMD. The amplitude of the oscillations decreases significantly when the knob of the $\Delta P$ gain is set to the maximum value.

Since such behavior cannot be explained by linear models, this oscillatory effect (limit cycles) is attributed to the nonlinearity of the system which is not included in the model, namely the friction. In order to test this theory, friction is included in the mathematical model of AMD and analytical results are obtained. It should be mentioned that the amount of friction used for this simulation is equal to 100lb as obtained experimentally (Section 3.5.1). As shown in Figure 4.24, a similar effect is observed, even though the amplitude of the oscillation is lower compared to the experimental values. Increase in the $\Delta P$ gain causes decrease of the oscillations, similarly to the experimental observations. Of course, in the analytical model, the value of $K_p$ can take any value, while in there is a physical limitation to the value of the gain in the experiments.

Hence, by the addition of friction in the model we can qualitatively get similar results, leading to the conclusion that the source of the limit cycles observed is indeed the friction of the system. This is a remarkable observation showing that even a small amount of friction (100lb) can have a significant effect.
Figure 4.20: Acceleration time histories for DS experiments for earthquake input
Figure 4.21: Force time histories for DS experiments for earthquake inputs
Figure 4.22: Closeup view of Force time histories for DS experiments for earthquake inputs - 5Hz VS
Figure 4.23: Oscillation in program command for high and low $K_p$ gain value
(a) Analytical program command time history for 1Hz virtual substructure

(b) Analytical program command time history for 3Hz virtual substructure

Figure 4.24: Oscillation in program command of analytical model for 100lb friction
Chapter 5

Proof of concept experiments for dynamic substructuring of SFSI

5.1 Introduction

Laboratory testing of soil-foundation-structure interaction (SFSI) has proven to be challenging and expensive. Small-scale (1:50 1:70) testing employing geotechnical centrifuges is limited by scale effects and an inability to control dynamic properties of the structure(s). Much larger-scale testing is possible with 1D geotechnical laminar boxes at a small number of laboratories worldwide. Deployment and operation of such boxes is complex.

Dynamic substructuring offers an added valuable dimension to SFSI testing. The soil-foundation-structure system is partitioned into (a) a physical subsystem: an experimental component representing the soil and foundation, and (b) a virtual subsystem: a computer model of the superstructure, interacting in real-time via actuators, sensors and control systems. Key benefits are (a) foundation models can be tested with multiple virtual superstructures; (b) physical space requirements and costs are reduced; and (c) larger foundation models can be accommodated, minimizing scaling effects. These benefits substantially expand the utility of geotechnical laminar box experiments. A description of SFSI dynamic substructuring concept is given in Chapter 1.
This chapter provides a description of the proof-of-concept tests performed in the Structural Engineering and Earthquake Laboratory (SEESL) at University at Buffalo to demonstrate viability of SFSI dynamic substructuring, and present measurements that (i) elucidate the role of superstructure dynamics in foundation response, and (ii) can be used to validating computational SFSI models. The physical subsystem was a 10-ft deep pile-group foundation model in a 23-ft laminar box filled with saturated sand. One dimensional seismic excitation was applied at the base of the laminar box to represent bedrock input at depth. Interface conditions representative of different superstructures were applied to the foundation using a second shake table.

5.2 Background on SFSI experiments

As mentioned previously, the motivation of dynamic substructuring for SFSI, is driven by the need to obtain experimental data of complete soil-foundation-structure systems. There are clear practical impediments to performing such system-level experiments at full-scale. Various approaches have been taken to study SFSI experimentally.

Centrifuge modeling Centrifuge modeling has a long history in geotechnical engineering [123, 124], stemming from the additional scaling degree-of-freedom resulting in proper stress levels in the soil. Centrifuge modeling has been used to study shallow foundations and deep foundations [125–127], subjected to earthquake shaking. Realistic superstructure models are rarely incorporated in centrifuge models. In a few cases, a cantilevered mass or tower structure is used. Recently, simple frame superstructure models have also been used [128–130]. Although the type of dynamic substructuring technology described herein may become possible in the context of centrifuge testing, such technology for centrifuge testing has not yet been developed to study full SFSI at the system-level.

Role of superstructure in soil-foundation response Even with simple superstructure models, centrifuge tests provide evidence that the superstructure has a considerable influence on the behavior of the soil-foundation system. For example, Madabhushi [131]
observed that in saturated soil, effective frequency shift resulting from soil plastification depends on the initial frequency of the combined soil-foundation-superstructure system relative to the predominant earthquake frequency. Madabhushi [132] also observed that the superstructure dynamics influences liquefaction-induced failure mechanisms. Pak and Ashlock [133] noted that the extent to which a uniform equivalent shear modulus can be used to model dry sand beneath a foundation depends significantly on the superstructure. These findings highlight the need to use a variety of superstructure models to obtain comprehensive system-level data.

1-g laboratory and field experiments There have also been a number of SFSI experiments in the 1g environment using shake tables and soil boxes [134–138]. Such tests are also restricted to simple tower-like superstructures due to laboratory space and other limitations. Furthermore, testing with a different superstructure would imply fabricating a new model, leading to additional time and cost. Field experiments have also been carried out to characterize SFSI using ambient and force vibration experiments [139, 140]. Data from such tests have to be limited to low-level excitations. Furthermore, it is difficult to obtain detailed information about the soil-foundation response in the field.

5.3 SFSI dynamic substructuring

As mentioned previously, dynamic substructuring enables adaptability by allowing a physical soil-foundation system to be coupled with multiple complex virtual superstructure models. It should be noted that an early NEES project [141] utilized all of the approaches presented in Section 5.2 separately to study the SFSI problem. Dynamic substructuring adds an extra dimension by integrating many of these approaches enabling a fully coupled simulation as shown in Figure 1.1. In the case studied here, only one degree of freedom is controlled and the interface conditions are applied using the AMD. The updated schematic with the AMD is shown in Figure 5.1.
5.3.1 Experimental setup

The full system, shown in Figure 5.1, consists of the soil-foundation-structure system can be separated into two subsystems: (i) the numerical subsystem, which is the computer model of the structure and (ii) the physical subsystem, which is the soil-foundation part. For the purposes of this experiment, the pile foundation system was built in saturated soil contained in a large-scale geotechnical laminar box. The total height of the laminar box is approximately 23ft and the saturated soil was 15.5ft high, consisting of 40 six inch wide laminates. Ball bearings are located in between the laminates, allowing each laminate to move with respect to its adjacent laminates. This configuration is used to simulate boundary conditions similar to field conditions. Figures 5.2 through 5.4 show the experimental setup in the Structural Engineering and Earthquake Simulation Laboratory (SEESL) at the University at Buffalo.

The interface conditions can be applied with the active mass driver (AMD), which was
Figure 5.2: Experimental setup
Figure 5.3: Experimental setup plan view

Figure 5.4: Experimental setup side view
designed for such applications as discussed in Chapter 3. In order to isolate variables of interest, instead of using active feedback for the interface conditions, the superstructure impedance is represented by varying the amplitude and phase offset of the interface of the AMD. Employing active feedback is the next logical step, which should be used in future DS experiments.

The foundation consisted of six 10.5ft long schedule 80 steel pipes of 1in nominal diameter. To ensure the necessary pile axial capacity, a cone penetration test (CPT) was conducted prior to their installation. The final configuration after all six piles were driven into the soil, is shown in Figure 5.5. After the placement of the piles, steel plates were attached to the piles to provide support for the AMD. This allowed for errors in the positions of the piles. During the setup preparation several limitations and difficulties had to be taken into consideration and be addressed. The final configuration is shown in Figure 5.6.

5.3.2 Instrumentation

In order to obtain important data to understand the soil-foundation interaction, the four corner piles were instrumented with strain gauges and triaxial accelerometers by embedding these sensors in couplers in the piles as shown in Figure 5.7. These sensors were carefully waterproofed to protect the instruments from the water existing in the soil. The laminar box itself was equipped with string potentiometers at the level of each laminate as well as accelerometers in both horizontal directions. Pore pressure transducers were embedded in the soil to track pore water pressure at different depths.

The AMD representing the superstructure was also equipped with instruments to measure its response during the earthquake shaking. Accelerometers were used in all three directions and string potentiometers were positioned to capture the displacement, rotation, torsion and settlement of the table. The sensors used to measure the response of the AMD are shown in Figure 5.8.

The AMD was equipped with additional sensors, including two load cells measuring the
Figure 5.5: Pile foundation installed

Figure 5.6: AMD mounted on piles
Figure 5.7: Inside view of instrumented coupler

Figure 5.8: AMD instrumentation
applied force. The differential pressure, $\Delta P$, in the actuator chambers was also measured, providing information on the hydraulics and the forces applied on it. The details of the AMD instrumentation are given in Section 3.2.4.

### 5.3.3 Experimental protocol

Experiments were driven by harmonic input at the base of the laminar box. To represent different superstructures at steady state, the AMD atop the foundation was driven with the same frequency but at different amplitudes and phase offsets relative to the laminar box excitation. Additional experiments were conducted for which there was only input at the base of the laminar box without applying any interface conditions through the AMD, which is equivalent to having a rigid superstructure. The amplitude of excitation was gradually increased through several experiments to a maximum of 0.2$g$, which corresponded to 0.12in displacement at the base of the laminar box. Prior to each experiment, free vibration tests were performed to obtain the frequency of the system and to assess how the state of the soil-foundation system evolved over the course of the experiments.

### 5.4 Analysis and interpretation of experimental data

Experiments were performed parametrically via gradual variation of the shaking input and the superstructure properties. The response of the system during each experiment was captured using the aforementioned sensors and testing protocol. Analysis of the data produced meaningful information through inter-test comparisons. For example, for the same base input excitation, the effect of different superstructures is isolated and identified. The results show that the response of the system varied significantly while changing the superstructure parameters.

Figures 5.9 and 5.10 show comparisons of three different cases: (a) rigid superstructure, for which harmonic excitation was applied to the base of the laminar box and no input was applied to the AMD, (b) harmonic base excitation and a superstructure with natural
frequency less than 3Hz (superstructure 1), and (c) harmonic base excitation and a super-
structure with natural frequency more than 3Hz (superstructure 2). Data illustrated in the
following figures were obtained for harmonic excitation of 3Hz frequency and 0.1g input
acceleration, which corresponds to displacement of 0.11in, at the base of the laminar box.
The input to the AMD was also sinusoidal with 3Hz frequency and 0.8in amplitude.

Acceleration was measured at both the AMD and at a location approximately 3ft deep
in the saturated soil. Comparisons of the measured accelerations for the different super-
structures are shown in Figures 5.9b and 5.9d. The embedded pore pressure transducers
captured the change in the excess pore water pressure during the experiments, as shown in
Figure 5.9c.

Strains were recorded at the level of the instrumented coupler (Figure 5.9a) and the
settlements of the AMD are shown in Figure 5.10a for the three subsequent tests. Figure
5.10b shows the change in natural frequency during the progression of the experiments,
which gradually decreased until it reached approximately 4Hz, after which no significant
change was observed. The settlement progression for all consecutive experiments is pre-
sented in Figure 5.10c. The magnitude of the AMD settlement reached a limit value of
0.6in and was measured at two points (east and west side) of the platform. Significant
settlement was only observed in trials containing strong ground motions.

In order to investigate the liquefaction potential for different superstructures, the cyclic
stress ratio (CSR) was calculated from the obtained experimental data [142] using the
following equation:

$$CSR = \frac{\tau_{cyc}}{\sigma'_{vo}} = 0.65a_{\text{max}}\frac{\sigma_{vo}}{\sigma'_{vo}}\left(\frac{W_L + W_S}{W_S}\right) \quad (5.1)$$

Where $a_{\text{max}}$ is the maximum acceleration of each soil layer and $\sigma_{vo}$ and $\sigma'_{vo}$ are the
total overburden pressure and the initial effective overburden pressure on sand layer under
consideration respectively. The CSR value was then multiplied by the ratio of the sum of
the weight of the laminar box laminate and the weight of the soil of the specific layer over
Figure 5.9: Experimental results
Figure 5.10: Experimental results
the weight of the soil. The soil properties used in this calculation were obtained from a
combination of CPT testing and utilizing empirical relationships developed from previous
testing in the laminar box. For the specific soil properties and number of testing cycles, the
onset of liquefaction will occur at CSR values of 0.2.

Figure 5.10d shows the different CSR values for three different superstructures. The
case of the rigid superstructure provides a base case for comparison. Conventional design
methodologies often neglect SFSI as they consider it to be beneficial or negligible in terms
of energy dissipation; therefore ignoring it is conservative [143]. However this approach does
not account for the full behavior of the multiphase system. In the case of superstructure 1,
the CSR in the upper layer of the soil reaches the 0.2 limit, indicating that liquefaction has
occurred and that excitation past this point would result in catastrophic failure.

Furthermore, the accelerograms (Figures 5.9b and 5.9d) recorded in both the soil and
at the AMD for this trial shows a higher peak acceleration compared to the rigid case. The
case of superstructure 2 exhibits an equally interesting response including a higher CSR
and acceleration at the AMD. The acceleration recorded in 3ft into the soil is much less in
this case, however, highlighting the nonlinearity associated with SFSI. These results show
that SFSI has a significant impact on the behavior of the system and that it cannot be
neglected due to the complex boundary conditions and limit states involved.

5.5 Future research and goals on SFSI DS

It is shown that dynamic substructuring of soil-foundation-superstructure interaction is vi-
able and that interaction with the superstructure can significantly influence soil-foundation
response. Active control of the interface will enable more realistic representation of super-
structure dynamics and quantification of the effect of interaction under transient conditions.

Experiments on a simplified model, described in Chapter 4, show that using a simple
control design approach, robustly stable and accurate dynamic substructuring testing is
possible. Hence, this approach could be used to facilitate more complex experiments in-
volving actual soil and foundation systems. This will lead to a better understanding of the mechanics that drive critical SFSI scenarios.
Chapter 6

Summary and concluding remarks

The study presented herein focuses on the development of an effective approach for dynamic substructuring experiments, conceptually different than conventionally used approaches. It involves a simple feedforward strategy of designing an adequate controller, eliminating the need to use a tracking controller and an explicit compensator for the inherent dynamics of the hydraulic system used. In addition to this, the performance of substructuring is not dependent on specialized numerical integration schemes and their properties.

Experiments performed using the developed strategy demonstrate robust stability and accuracy. As described in Chapter 4, two different configurations are considered during testing, (i) one with the active mass driver (AMD) mimicking the numerical substructure and (ii) one with the AMD sitting on elastomeric bearings, simulating the case when a superstructure is placed on top of a flexible physical subsystem. Similar experiments are performed for both configurations, for which the controller is designed to match the base shear of the virtual superstructures.

For the first configuration, a wide range of single degree of freedom numerical substructures is tested, with fundamental frequencies varying from 2Hz to 40Hz and different damping ratios in the range of 1% to 5% of critical are examined. The comparison between the experimentally obtained data to the expected response is consistently good. Furthermore, it is shown by using a simple control design approach the numerical substructure
could be sufficiently represented in the experiments. In addition to this, even for the case when valve saturation is observed, the experiments are performed successfully regardless of the presence of nonlinearity. Additional experiments are performed to emulate two degree of freedom numerical substructures, which are also carried out successfully. As a result it is reasonable to assume that this control strategy can also perform well for higher order numerical substructures. The results are also satisfying for different values of $\Delta P$ gains.

With the second configuration, which consisted of the AMD and the flexible physical subsystem, single degree of freedom numerical substructures are emulated, with fundamental frequencies of 5Hz, 7Hz and 10Hz frequency and damping 5% of critical. For these experiments, the numerical substructure is also sufficiently represented.

It is evident that with this simple control design strategy can be used to accurately perform dynamic substructuring experiments. However, it should be mentioned that for the cases when the controller is non causal or when an integrator is present action has to be taken to make the controller proper.

Even though the experiments are successful in general, there are still some issues worth investigating further. Specifically, when the numerical substructure has low fundamental frequency the response of the emulated system does not match the expected behavior in high frequencies. This effect is reduced when the $\Delta P$ gain is high, i.e. when the damping in the actuator is large, but this effect is still present. In addition to this, for some numerical substructures with low frequency and/or damping, the response is dominated by a stable limit cycle. This effect is a result of the nonlinearity in the hydraulic system caused by friction. As shown in Section 4.5.4, this effect is reduced for high $\Delta P$ gains.

The DS strategy developed here can be used to study more complex structures. The experiments can be performed with multiple actuators to control multiple degrees of freedom in multi-axis configuration in conjunction with more than one shake tables. In addition to this, it is feasible to perform experiments for which the AMD except for the control input can also provide the earthquake input. In such configuration, the use of the shake table would not be required. Such configurations are the subject work in the near future.
Apart from the dynamic substructuring applications, significant effort is made to characterize the testbed used to facilitate these experiments. More specifically, a small scale hydraulic shake table is designed and constructed and a detailed mathematical model is developed and validated through experiments to predict its behavior. Similarly, the behavior of the assembly consisting of the small shake table and the elastomeric bearings is sufficiently predicted with a detailed mathematical model and experimentally evaluated.

Finally, a novel experiment is designed and performed for the first time to test the feasibility of DS experiments in soil-foundation-structure systems. Using such experiments in combination with the strategy for DS developed here, the behavior of these complex systems can be investigated to obtain sufficiently rich experimental data to evaluate numerical models of complete soil-foundation-structure systems.

In summary, the contributions of this work are summarized as follows:

- **Development of a strategy for DS experiments with the following characteristics:**
  
  1. **The control design is simple and easy**
     
     - is a feedforward strategy
     
     - eliminates the use of a tracking controller, a compensator for actuator’s inherent dynamics and complicated numerical schemes
     
     - application is almost trivial for linear systems, theoretical analysis shows it could be also used for more complex systems
  
  2. **Accurate representation of VS**
     
     - For both configurations tested (only AMD and AMD-PS) the experimental results matched well the expected response of the various VS: 1DOF and 2DOF VS with varying fundamental frequency and damping ratio
  
  3. **Method is robustly stable**
     
     - The results are consistently good even in the case when nonlinearities are
present in the system, or when the model used to design the controller is not accurate enough

4. The physical subsystem does not have an effect on the design of the controller
   - The actuator with the control can be compared with the virtual subsystem independently of the physical subsystem

- **Development and characterization of testbed**
  - Small scale shake table designed and constructed to be used as an active mass driver (AMD)
  - Elastomeric bearings assembly designed and constructed
  - Development of accurate mathematical model of the testbed (AMD-PS) through extensive experiments

- **Novel SFSI experiment for DS applications**
  - Design of experiment on geotechnical laminar box
  - Preliminary results to support future work
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