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Abstract 

Advancing RTHS methods to readily handle multi-dimensional problems has great potential for enabling more 
advanced testing and synergistically using existing laboratory facilities that have the capacity for such 
experimentation. However, the high internal coupling between hydraulics actuators and the nonlinear kinematics 
escalates the complexity of actuator control and boundary condition tracking. To enable researchers in the RTHS 
community to develop and compare advanced control algorithms, this paper proposes a benchmark control 
problem for a multi-axial real-time hybrid simulation (maRTHS) and presents its definition and implementation 
on a steel frame excited by seismic loads at the base. The benchmark problem enables the development and 
validation of control techniques for tracking both translation and rotation degrees of freedom of a plant that 
consists of a steel frame, two hydraulic actuators, and a steel coupler with high stiffness that couples the axial 
displacements of the hydraulic actuators resulting in the required motion of the frame node. In this investigation, 
the different components of this benchmark were developed, tested, and a set of maRTHS were conducted to 
demonstrate its feasibility in order to provide a realistic virtual platform. To offer flexibility in the control design 
process, we share experimental data for identification purposes, finite element models for the reference structure, 
numerical, and physical substructure, and plant models with model uncertainties.  Also, a sample example of an 
RTHS design based on a linear quadratic Gaussian controller is included as part of a computational code 
package, which facilitates the exploration of the tradeoff between robustness and performance of tracking 
control designs. The goals of this benchmark are to: extend existing control or develop new control techniques; 
provide a computational tool for investigation of the challenging aspects of maRTHS; encourage a transition to 
multiple actuator RTHS scenarios; and make available a challenging problem for new researchers to investigate 
maRTHS approaches. We believe that this benchmark problem will encourage the advancing of the next 
generation of controllers for more realistic RTHS methods. 

  



1. Introduction  

The need to validate new technologies and increasingly study more complex structural engineering designs 
demands new experimental techniques for realistic large-scale structural experimentation. Real-time hybrid 
simulation (RTHS) is a disruptive technology that has evolved over the past 20 years to enable the examination 
of dynamic systems, especially when traditional testing approaches cannot be employed. However, despite the 
fact that RTHS has matured considerably in recent years, there are still important gaps in knowledge that prevent 
its standardization and broad utilization in research and industry [1–4]. 

A research agenda for this class of techniques [5,6] has been established to capture the challenges and priorities 
for the research community that are necessary to advance the theory and science in this field. Among these 
challenges, advancing RTHS methods to readily handle multi-dimensional problems have great potential for 
enabling more advanced testing and synergistically using existing laboratory facilities that have the capacity for 
such experimentation [7–10]. To develop multi-dimensional RTHS techniques, it is especially important to 
investigate new control methodologies, enforcement of complex boundary conditions, and real-time 
computational platforms capable of performing large amounts of computation as the problem escalates. 
Overcoming these challenges will facilitate a more realistic examination of the dynamic behavior of structural 
systems. 

Multi-dimensional RTHS pursues the preservation of the multiple-degree-of-freedom (MDOF) response of the 
numerical and experimental substructures. This approach requires that more than one hydraulic actuator exerts 
the required motion to the experimental substructure demanding the implementation of multiple-input multiple-
output (MIMO) control strategies. For instance, the use of multiple actuators in RTHS has enabled the 
experimental testing of multi-story building specimens where each actuator is connected directly at each story 
level [11–13]. Considering the influence of the stiffness of the experimental substructure on the coupling of 
dynamics in the hydraulic actuators, the RTHS performance might be decreased leading to loss of accuracy and 
instabilities when this coupling is strong [14–16]. When the complexity of the problem demands to increase the 
number of degrees of freedom (DOF) to be enforced at a given interface boundary condition, it is necessary to 
include supplementary physical components or multi-axial loading systems such as high stiff links or couplers 
creating a challenging class of RTHS called multi-axial RTHS (maRTHS) [11–13,17–28]. These type of multi-
axial hydraulic actuator assemblages require nonlinear coordinate transformations that add additional 
complexity to nonlinearities, uncertainties, internal coupling, etc. [29,30], which need further investigation. 
Therefore, there is a clear need to study the complex aspects of maRTHS and, equally important, to disseminate 
this knowledge and engage the RTHS community by creating opportunities to contribute to understanding the 
different characteristics of maRTHS. 

Benchmark problems have been an effective instrument over the past thirty years to explore how to address 
specific technical challenges such as structural control and structural health monitoring methods, while also 
advancing understanding and promoting capacity building [31–42]. 

In the RTHS community, much of the past work has focused on one-dimensional motion using a single hydraulic 
actuator. A benchmark problem that was developed for the RTHS community has been useful to systematically 
identify the limitations and capabilities of methodologies and procedures involved in conducting RTHS. A 
benchmark problem should include: representative models of the components involved, realistic constraints on 
the hardware and software employed, and meaningful and objective metrics for assessing the success of a 
particular design strategy. Generally, this is coupled with a code package that provides the participant with a 
framework for testing out proposed approaches through virtual RTHS (vRTHS). Overall the result of these 
efforts indicates that these benchmark problems have helped to develop and validate different single-input 
single-output (SISO) control and to define the scientific and technical needs for developing the next generation 
of RTHS methods [2]. 

The earlier RTHS benchmark control problem based on a single actuator and interface point is described in [43]. 
The problem statement is focused on developing tracking controllers where the axial displacement of the 
hydraulic actuator coincides with the lateral displacement of a steel frame specimen. Several partitioning 
configurations and plant uncertainties are considered to encourage participants to establish robust control 



designs while also advancing the understanding of the relationship between controller performance and test 
objectives [44,45]. To date, at least fifteen participants have taken part in addressing that benchmark problem, 
and many lessons were extracted. For instance, it has been demonstrated that robust methodologies based on 
linear-quadratic-gaussian controllers and model-based compensation techniques handle uncertainties effectively 
while maintaining low (~3%) tracking errors [46,47]. Participants have also implemented and assessed adaptive 
control techniques and state estimators to enhance the tracking control performance reducing errors due to 
modeling uncertainties, time delays, and time lags [48–55] to ~1% - 6%. Explicit nonlinear approaches such as 
sliding mode control have also been applied to manage the uncertainties successfully resulting in tracking errors 
of ~0.6% - 2% [51,56]. Other approaches have been proposed such as impedance matching [57] and 
reinforcement learning [58], which exhibit promising results for increasing RTHS performance. Furthermore, 
innovative methodologies for conducting RTHS have also been reported. [59] developed a methodology for 
quantifying predictive measures to analyze the stability limits of an RTHS partition at the early stage of its 
implementation, which is useful to assess the feasibility of such implementation. The broad engagement in this 
benchmark problem reveals the importance of having a ready-to-use and standardized virtual RTHS 
environment. Participants can concentrate their efforts on developing controller methodologies, examining 
performance, and comparing tracking and RTHS performance. As a result, it accelerates the evolution of the 
next generation of controllers for RTHS and confronts specific challenges to overcome such as nonlinear and 
multidimensional RTHS. 

Now, for the same relatively stiff steel frame specimen, we propose a new maRTHS benchmark problem focused 
on a frame subjected to seismic loading at the base. With this problem, we aim to elevate the discussion by 
considering both translation and rotation for tracking control. This seemingly simple, yet fundamental change 
in the control objectives, considerably transforms the problem and escalates its complexity. In this more 
challenging maRTHS benchmark problem statement, we present the experimental setup, problem objectives, 
evaluation metrics, and realistic control constraints. We share the experimental data used for system 
identification, finite element models, and identified state-space models, and then provide a code package that 
can be used to virtually explore the control of a maRTHS experiment conducted in the Intelligent Infrastructure 
Systems Laboratory (IISL) at Purdue University. To demonstrate the use of this suite of resources, an integral 
example of a maRTHS design based on a linear quadratic Gaussian (LQG) controller is included as part of the 
computational code package. The goals of developing this benchmark problem are to: 1) develop, extend, assess, 
and validate existing control or new MIMO control strategies; 2) provide a computational tool for comparing 
and contrasting methods for conducting maRTHS; 3) encourage a transition from typical single-actuator RTHS 
scenarios to maRTHS experiments; and 4) provide a challenging problem for new researchers to gain experience 
with maRTHS. 

Participants are invited to design realizable MIMO controllers using the framework supplied in the code package 
and described in this paper.  We encourage participants to address a variety of aspects of maRTHS, including, 
but not limited to, the effectiveness and influence of limited enforcement of boundary conditions, internal 
coupling in the plant, tradeoffs between performance and robustness, and scalability of proposed techniques. 
We anticipate that the availability of this benchmark problem will encourage and inspire a new generation of 
RTHS techniques and tests in the future. 

  



2. Reference Model 

This section presents the structural system and its mathematical description denoted as the reference model for 
evaluating the performance of the RTHS control problem to be developed in Section 3. 

2.1. Reference Structure Description 

The reference structure used in this study is shown in Fig. 1. It consists of a steel moment-resisting frame with 
3 bays and 3 stories. The beams and columns are made from A36 and A992Fy50 steel, respectively. The beams 
are built-up sections while the columns are hot-rolled commercially available sections. A scaled El Centro 
historic record is used as the input ground motion to the system to generate the different responses. A scaling 
factor of 0.40 is selected to ensure that the lateral displacement of the frame is limited to maintain the linear 
elastic behavior of all structural components. 

 
 

 

 
Built-up beam 1 

 

 
Built-up beam 2 

Figure 1: Reference Structure. 

 
2.2. Description of the Finite Element Model  

To evaluate the performance of the RTHS algorithms, this benchmark uses a finite element (FE) model to capture 
the behavior and response of the reference structure. Figure 2 presents the schematic definition of the geometry 
and connectivity of the reference system. Each node has three DOFs: two translational DOF along the global x 
and y axes; and one rotational DOF,  around the z axis, perpendicular to the xy-plane. The numbers in circles 
near the joints represent the node numeration and the numbers in rectangles close to the middle of beams and 
columns denote the element numeration. In Fig. 2, each set of DOFs for any i-th node is represented by the 
triplet ൣ𝑥𝑖 𝑦𝑖 𝜃𝑖൧. 
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Figure 2: FE model description. 

The equation of motion for this reference system is given by: 

 𝐌�̈� + 𝐂�̇� + 𝐊𝛙 = −𝐌𝚪 ⋅ �̈�𝑔
 , (1) 

where M, C, and K are the mass, damping and stiffness matrices of the reference structure. 𝚪 is an influence 
vector that describes the inertial effects of the excitation on the masses on the system. In our case this is a column 
vector that contains a value of one for each mass that develops an inertial effect due to ground acceleration. The 
one-dimensional variable �̈�𝑔 is the ground absolute acceleration and the vectors �̈�, �̇�, and 𝛙 represent the 

absolute acceleration, relative velocity, and relative displacement with respect to the ground for each degree of 
freedom considered in our analysis, respectively. Therefore, the number of DOFs in this FE model is 38 and 
they will be arranged in the displacement vector 𝛙 according to Eq. 2. Any i-th element of the vector 𝛙 will be 
represented by 𝜓𝑖, where 1...38i  , see Fig. 3. 

 𝛙 =  [𝑥1 … 𝑥12 𝑦1 … 𝑦12 𝜃1 … 𝜃12 𝜃14 𝜃15]𝑇 . (2) 

For instance, the DOFs of nodes 4 and 7 are represented by the vectors 𝛙4[4,16,28] = ฤ𝑥4 𝑦4 𝜃4ล
𝑇   and 

𝛙7[7,19,31] = ฤ𝑥7 𝑦7 𝜃7ล
𝑇 , where the elements in brackets specify particular elements in an array and the 

subscript designates specific attributes of the array. In these examples, they refer to specific DOFs (element in 
brackets) of the vector 𝛙 and their corresponding nodes (subscripts). The first 5 natural frequencies are 2.29 Hz, 
12.74 Hz, 26.28 Hz, 26.53 Hz, and 29.91 Hz, with mass participation factors of up to 95%. The damping matrix 
is calculated here using the Rayleigh damping method with a damping ratio of 5% anchored to the first and third 
modes. The damping matrix is assumed to be proportional to the sum of the mass and stiffness matrices of the 
reference system: 

 𝐂 = 𝛼1𝐌 + 𝛼2𝐊, (3) 
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where 𝛼1 and 𝛼2 are constants used to generate the desired modal damping ratios for two chosen modes. 

 

Figure 3: Definition of the DOF vector in Eq. 2 

 

3. Benchmark Problem Definition 

This section establishes the structure of the benchmark problem, defines its components, and provides insight to 
understand the objectives of this MIMO control benchmark problem for maRTHS. 

3.1. Reference Structure Partitioning 

To conduct the RTHS, the reference model described in Section 2 must be partitioned into two subdomains: 
numerical and experimental. The partition chosen is shown in Fig. 4. The portion in black (outermost structural 
elements) represents the numerical substructure, and the portion in red (central frame, simply supported) 
indicates the physical substructure, which is a steel moment resisting frame available in the IISL and it is 
assumed to be the less understood part of the entire structure. 
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Figure 4: Partitioning: Numerical substructure (black), Experimental substructure (red). 

In a partitioned system, these two substructures are separate, but connected to each other and synchronized 
through a feedback loop so that they share information at common interface nodes at every time step during 
execution. Figure 5 illustrates the main degrees of freedom of the interface nodes and the signals that transfer 
information between the numerical and physical substructures. Ideally, during every time interval, the numerical 

substructure is excited first, then the response of the interface nodes 𝛙ns4[4,16,28] = ฤ𝑥ns4 𝑦ns4 𝜃ns4ล
𝑇 and 

𝛙ns7[7,19,31] = ฤ𝑥ns7 𝑦ns7 𝜃ns7ล
𝑇 , and their derivatives (velocity and acceleration) are imposed to the 

experimental substructure. Afterwards, the generated physical restoring forces, 𝐟es4 = ฤ𝐹es4𝑥 𝐹es4𝑦 𝑀es4ล
𝑇  and 

𝐟es7 = ฤ𝐹es7𝑥 𝐹es7𝑦 𝑀es7ล
𝑇 , are measured and fed back to the numerical substructure. This configuration is 

usually denoted as ideal RTHS since no actuators are involved and pure numerical models are used. Herein, the 
subscript ‘ns’ will be used for variables associated with the numerical substructure, and ‘es’ will be reserved for 
the experimental substructure variables. This partitioned analysis provides the realization of the most basic 
hybrid simulation which is helpful when designing an RTHS experiment. It allows one to study the stability of 
the partitioning chosen, assess the required forces to enforce the boundary conditions in the physical substructure 
(hence, to evaluate the actuator capacity to be used), define the signals from the physical domain and their 
structure necessary to close the loop with the specific type of numerical model, etc. For instance, this analysis 
facilitates the identification of the interface conditions to be enforced in both substructures regardless of whether 
we are running an ideal RTHS or dealing with a physically actuated RTHS. In this benchmark, these key 

interface conditions are represented by the vectors 𝛙ns4 = ฤ𝑥ns4 𝑦ns4 𝜃ns4ล
𝑇 , 𝛙ns7 = ฤ𝑥ns7 𝑦ns7 𝜃ns7ล

𝑇 , 𝛙es4 =

ฤ𝑥es4 𝑦es4 𝜃es4ล
𝑇 , and 𝛙es7 = ฤ𝑥es7 𝑦es7 𝜃es7ล

𝑇  in Fig. 5. 
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Figure 5: Partitioned system in closed loop. 

In an actual RTHS implementation, the numerical and experimental substructures are connected and 
synchronized through a transfer system to ensure dynamic continuity at common interface nodes during the 
experiment execution. See Section 3.4. 

3.2. Substructured Equation of Motion 

For RTHS execution, the reference model described in Section 2.1 must be partitioned into numerical and 
experimental substructures as described in Section 3.1. Assuming linear elastic behavior of the frame, we can 
write the partitioned mass, damping, and stiffness matrices as the sum of numerical and experimental 
components: 

 (𝐌ns + 𝐌es)�̈� + (𝐂ns + 𝐂es)�̇� + (𝐊ns + 𝐊es)𝛙 = −𝐌𝚪 ⋅ �̈�𝑔
  (4) 

where 

 
𝐌 = 𝐌ns + 𝐌es
𝐂 = 𝐂ns + 𝐂es
𝐊 = 𝐊ns + 𝐊es

. (5) 

Herein, the left subscript ‘ns’ will be used for variables associated with the numerical substructure, and ‘es’ will 
be reserved for the experimental substructure variables. The ideal hybrid system with its active DOFs is shown 
in Fig. 6. From this theoretical representation, a numerical substructure model for RTHS is obtained by defining 
an experimental substructure considering the DOFs 𝜓es[𝑖] for i = 4, 7, 16, 19, 28, 31, 37, 38, that are shown in 
Fig. 6. The corresponding matrices 𝐌es, 𝐂es, and 𝐊es are identified from static loading and free vibration tests, 
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and the numerical substructure matrices are obtained by subtracting the identified experimental substructure 
matrices from the reference model, which was defined in Section 2. Then, from Eq. 4, the terms associated with 
the experimental substructure can be arranged into the right-hand side of the equation of motion, yielding Eq. 6.  

 

Figure 6: Conceptual representation of the reference structure partition. 

 

 𝐌ns�̈� + 𝐂ns�̇� + 𝐊ns𝛙 = −𝐌𝚪 ⋅ �̈�𝑔
 − (𝐌es�̈� + 𝐂es�̇� + 𝐊es𝛙) (6) 

 𝐟es = 𝐌es�̈� + 𝐂es�̇� + 𝐊es𝛙. (7) 

Here 𝐟es is the feedback force vector produced by the experimental substructure during the dynamic testing. In 
an ideal RTHS simulation, the feedback force may be obtained directly from Eq. 7. However, in physically 
actuated RTHS, it must be measured or estimated using measured data from the experimental domain. Finally, 
dividing the equation of motion by 𝐌ns, a mass-normalized form is obtained, see Eq. 8: 

 �̈� + Mns
−1𝐂ns�̇� + Mns

−1𝐊ns𝛙 = −Mns
−1𝐌𝚪 ⋅ �̈�𝑔

 − Mns
−1𝐟es, (8) 

which, in this benchmark, is numerically integrated using Newmark’s method [60]. 

3.3. Physical Substructure Geometry and Material Specifications 
 

The physical specimen in the laboratory will be connected to the numerical substructure of the RTHS 
experiment. This frame was utilized in previous research [61,62] and as part of a past benchmark problem [43]. 
Thus, the feasibility of the plant has already been demonstrated. Figure 7 shows the frame and its geometry, 
which is composed of a horizontal beam and two vertical columns made of structural steel A572 Grade 50. The 
boundary conditions at the base correspond to pinned connections and the column-beam joints are assumed 
rigid, transmitting axial, shear, and moment forces. The beam element is fabricated with a 50 mm x 6 mm plate 
(web) and two 38 mm x 6 mm plates (flanges), forming a custom-made I beam, and the columns are 
commercially available hot-rolled S3 x 5.7 sections. 
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Figure 7: Steel frame comprising the physical substructure: (Left) Drawing (Units: mm), (Right) Photograph. 

 
3.4. Transfer System 

In RTHS, additional hardware is needed to drive the experimental frame synchronously with the numerical 
substructure. The interface conditions discussed in Section 3.1 are enforced by the transfer system which in this 
case consists of two hydraulic actuators. Hereafter, the vertical DOFs along the global coordinate y will not be 
considered for convenience, and due to the negligible axial deformations in columns, vertical displacements in 
the nodes are small in comparison with the horizontal displacements. For instance, Fig. 8(a) shows that for node 

4 of the frame, the two associated DOFs of the numerical substructure 𝛙ns4[4,28] = ฤ𝑥ns4  𝜃ns4ล
𝑇  are imposed 

to node 4 of the experimental substructure (i.e., 𝛙es4[4,28] = ฤ𝑥es4  𝜃es4ล
𝑇 ). To represent this MDOF response 

in a more realistic fashion, these two interface boundary conditions are imposed by incorporating a multi-axial 
testing technique, which requires the use of multiple hydraulic actuators since each actuator provides 
translational motion only if used independently. Figure 8(b) illustrates that a minimum of two hydraulic 
actuators provide equivalent translational and rotational motion to node 4. 

 

 
 
 

 

a) Interface boundary conditions at node 1: 
rotation and linear displacement 

 

b) Equivalent MDOF motion performed by two 
hydraulic actuators 

Figure 8: Equivalent multi-actuator action to provide both translational and rotational motion.  
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However, to use these two hydraulic actuators, a supplementary component between the frame and the actuator 
is designed and fabricated. This element attached to the physical frame is referred to herein as the coupler. The 
coupling of the linear stroke of both actuators through the coupler results in the translational and rotational 
motion of the coupler and subsequently the physical frame, as depicted in Fig. 9.  

 

Figure 9: Coupler attached at the interface joint enables the use of two hydraulic actuators. 

The immediate effect of this setup is the complex internal coupling between the physical frame, coupler, and 
actuators. To understand these interactions, it is necessary to study each component individually. 

Servo-Hydraulic Actuators: Two fatigue-rated, double-ended, linear servo-hydraulic actuators (ShoreWestern, 
910D series), with a nominal force capacity of 9.34 kN (2.2 kip) and a stroke of ± 63 mm, are used (see Fig. 10). 
Each actuator has a built-in LVDT (linear variable differential transformer) transducer that collects 
measurements of linear displacements, and two load cells (Interface, 1000 series) with a nominal force capacity 
of 11.2 kN providing instantaneous force measurements. These hydraulic actuators operate with a hydraulic 
power supply (MTS pump) with a capacity of up to 680 l/min at 206 Bar. 

 

  
  

Figure 10: Both hydraulic actuators mounted on the strong wall at IISL 
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Coupler: The coupler weighs 17.9 kg and is made from SAE 1018 low carbon steel plates. A finite element 
analysis of this component was performed in Abaqus [63] to verify that this coupler will remain below the linear 
elastic limit of 344.7 N/mm2 (50 ksi) for the range of forces and displacements the frame can experience. For 
example, the application of combination of forces corresponding to the maximum capacity of the hydraulic 
actuator provides maximum von Mises and principal stresses of 115.9 N/mm2 (16.8 ksi) and 135.4 N/mm2 (19.6 
ksi), respectively. The maximum strain in this set of simulations is 0.0006 mm/mm. Figure 11 illustrates some 
aspects of this component. 

 
(a) Coupler 

 
(b) Physical implementation of the coupler attached 

to the frame 

 
(c) Coupler dimensions 

 

 

 
(d) Finite element model in ABAQUS: Stress-

strain analysis. 

Figure 11: Coupler design and implementation. 

In summary, the two hydraulic actuators and coupler form the transfer system for the experimental setup. Due 
to experimental setup limitations, only the transfer system for node 4 of the experimental substructure is 
implemented. Figure 12 shows the experimental setup of this transfer system attached to the experimental 
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substructure frame. An additional structure (black frame) prevents motion in the direction perpendicular to the 
experimental frame plane. This entire setup was assembled in the IISL. 

 

Figure 12: Transfer system mounted on our concrete wall and attached to the experimental frame (in white) 

3.5. Control Problem Statement 

Since RTHS requires a transfer system to drive the experimental substructure, the dynamics and response of the 
physical domain are affected by numerous well-known issues such as time delays, frequency-dependent time 
lags, measurement noise, control-structure interaction (CSI), servo-actuator dynamics, internal coupling in 
multi-actuator and multi-axial RTHS experiments, environmental and laboratory conditions at the time of the 
testing, etc. [12,20,64,65]. These effects often play an important role in the accuracy and stability of RTHS, and 
if they are not considered, the quality of the RTHS can be substantially compromised. 

In this regard, a properly designed and tuned control system is typically required to accommodate and 
compensate for these various issues if the goals of the test itself are to be achieved. The control system typically 
consists of three elements: (1) the plant to be controlled, which includes the dynamics of the system (structure) 
plus the transfer system (enforcer of the control action); (2) the sensing system, which comprises of all the 
required sensors to measure the responses of the plant; (3) a digitally implemented controller that takes the 
measured response(s) of the plant, estimate the necessary states if required, and generates a control action 
according to a specific control law. This element typically operates in closed loop, and includes one or more 
control layers for achieving the desired performance, and estimators for generating unmeasured or noisy states. 

A block diagram of the key components described herein is presented in Fig. 13(a), where the signals and closed 
loops describe the maRTHS configuration and establish the physical or computational implementation of each 
component of this maRTHS. Figure 13(b) shows the experimental implementation of the control plant in the 
IISL. 

 



 
a) Block diagram of the maRTHS 

 

 
 

b) The control plant 
 

Figure 13: maRTHS scheme and control plant implementation in the IISL laboratory 

Meeting the control objectives in this maRTHS scheme is a tracking problem. The main task of this benchmark 
is to design a control system (see Fig. 13) such that the output of the control plant 𝛈𝑚 (measured actuator 
displacements) tracks the target displacement vector 𝛈ns (the response of the numerical substructure in actuator 
coordinates) and assesses the tracking performance and the overall RTHS performance. The control problem in 
Fig. 13(a) is simplified in the closed-loop block diagram shown in Fig. 14. Participants in this benchmark study 
will develop and implement their own controllers, following the details to be explained in Section 4. An example 
of designing and implementing a control scheme, based on a MIMO LQG approach is presented in Section 5. 
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Figure 14: Tracking control block diagram 

An estimator is also necessary since the measured signals, 𝛈𝑚, contain high frequency noise, and not all the 
states can be measured. Therefore, the state of the physical substructure must be estimated (the high frequency 
content is filtered out by the estimator). Then the estimated state �̂�𝑚 is used by the control law to realize a control 
input u, which is then sent to the control plant. 

In Section 3.5, it was established that a target displacement vector, 𝛙ns4[4,28] = ฤ𝑥ns4  𝜃ns4ล
𝑇 , must be imposed 

to the physical substructure using two hydraulic actuators. Since hydraulic actuators provide translational motion 
only, a coordinate transformation between “frame coordinates” and “actuator coordinates” is required. Given 
that the control system must send command signals to the actuators (in actuator coordinates, i.e., linear 
displacements), the coordinate transformation functions are located between the numerical substructure and the 

control system, as shown in Fig. 13(a). Thus, 𝛈𝑚 = ฤ𝜂𝑚1 𝜂𝑚2ล
𝑇  is the multi-axial actuator displacement 

equivalent to the frame node target displacement vector 𝛙ns4[4,28]. Then, the control system realizes the control 

input vector 𝐮 = ฤ𝑢1 𝑢2ล
𝑇 , which are commanded to each hydraulic actuator to drive the physical substructure 

accordingly. Likewise, once the estimator computes the estimated actuator displacement vector �̂�𝑚 =

ฤ𝜂�̂�1 𝜂�̂�2ล
𝑇 , these actuator coordinates are transformed back to frame coordinates 𝛙ns4[4,28].  

The feedback signal required to satisfy equilibrium conditions at the interface node in the numerical substructure 

is the experimental force vector 𝐟𝑚4 = ฤ𝐹𝑚4 𝑀𝑚4ล
𝑇   , where 𝐹𝑚4  and 𝑀𝑚4 are the force and moment 

corresponding to the degree-of-freedom in the vector 𝛙ns4[4,28]. 

Some essential assumptions have been made to define the structure of the control system illustrated in Fig. 13(b). 
In principle, the target signal is 𝛙ns4[4,28], therefore, the controller should take measured translation and rotation 
𝛙es4[4,28] of the experimental frame joint so that a direct tracking error would be evaluated. Nonetheless, 
measuring these states directly at the joint is difficult. Therefore, taking advantage of our knowledge about the 
different components and their behavior, we proceed to state these assumptions as follows: first, the frame 
behavior is linear elastic, which guarantees small deformations and deflections. The coupler has a high stiffness 
and it can be assumed to be rigid. Likewise, the column-beam joint can be considered rigid [66]. Finally, the 
coupler and joint are connected with four high-strength grade 5 bolts with a maximum tensile strength of 827.4 
MPa (120 ksi), which is adequate for the range of forces required in this benchmark. These bolts connecting 
these two components will experience small deformations. Therefore, the strains experienced by the coupler and 
the column-beam joint are considered negligible, and we conclude that by measuring the displacement of the 
hydraulic actuators through LVDTs the derived translational and rotational motion at node 4 of the experimental 
frame can be accurately obtained. In Section 3.7, performance indices 𝐉2 and 𝐉5  will be developed to quantify 
any errors produced by our set of assumptions. 
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3.6. Implementation and Constraints 

The realization of this maRTHS problem requires the discussion of specific characteristics of its implementation 
and the definition of certain constraints to reproduce as close as possible actual laboratory conditions. 

Physical Implementation 

An essential characteristic of the behavior of the frame/coupler that has a critical impact on the forces in the 
hydraulic actuators is due to the deflected shape of the frame when it is pushed or pulled laterally. Figure 15 
shows the deflected shape of the frame with the coupler. Due to the rigidity of the column-beam joint, the coupler 
is forced to rotate as the frame moves laterally. Following this illustration, if each actuator is commanded such 
that it will move with the same displacement, each actuator would experience different and opposite forces as 
shown in Fig. 16(a). Here, if each actuator is pushing the same amount (green arrows), the frame would move 
to the left causing the coupler to rotate counterclockwise, which would generate a compression effect at the 
bottom and a tension effect at the top (yellow arrows). Therefore, the net force in the bottom actuator (blue 
arrow) would be the addition of both effects, and the net force in the top actuator (red arrow) would be the 
difference of these effects. A similar behavior with inverted force directions occurs when the frame is being 
pulled.  

 
 

a) Frame being pushed. 
 

b) Frame being pulled 

Figure 15:   Deflected shape of the frame and coupler due to lateral motion. 

To verify this behavior of the actuator-coupler-frame system, we conducted an experiment. A displacement 
ramp signal of 4 mm is commanded to both actuators to push the frame in one direction. Figure 16(b) shows the 
resulting measured forces in each actuator. The bottom actuator experiences the sum of the effect of the pushing 
actuators plus the compressive effect of the coupler on the actuator due to lateral frame deflection. On the other 
hand, the top actuator experiences the lateral deflected frame effect, which counteracts the pushing action. In 
fact, a tension force in the top actuator demonstrates that the deflected frame effect is greater than the pushing 
force due to the command displacement. Figure 16(c) shows the case in which the frame is being pulled. From 
these observations, it can be concluded that the bottom actuator reaches its maximum capacity first under lateral 
motion regardless of the direction. These characteristics are considered in the experimental configuration to 
prevent saturation in the actuators, and in the computational domain to properly model the plant and for the 
design of the control system. 



 
 

a) Net forces in actuators due to command displacements to the left (pushing the frame) of equal amplitude. 
 

  
b) Experimental forces in actuators when the 

frame is being pushed (positive values 
indicate compression). 

 

c) Experimental forces in actuators when the 
frame is being pulled (positive values 

indicate compression). 
 

Figure 16: Experimental forces in actuators due to frame deformation. 

The details of the maRTHS implementation of the components discussed thus far are explained in Section 4. All 
models and components discussed in this section are also included in the companion computational package 
(See Section 4.5). 

Computational Implementation 

The computational platform for implementing this benchmark problem is MATLAB/Simulink R2020b [67]. To 
conduct the experiment, all models and computational components deployed onto a Speedgoat real-time 
machine [68]. Thus, the numerical substructure, estimator, control law, and any further necessary modeled 
components and identified parameters are defined in MATLAB scripts and Simulink models. The structure 
utilized in this benchmark will be limited to linear elastic behavior, which is achieved because the maximum 
lateral displacement of the frame is limited to ±4 mm. The mass, damping, and stiffness matrices are extracted 
to define the reference model, and to partition and numerical substructure according to Section 3. For designing 
the control system, an identified model (nominal model) is generated by processing experimental data and is 
described by a transfer function matrix with target displacements (𝛈ns) as inputs, and measured displacements 
(𝛈𝑚) as outputs. This system is converted into state-space form to facilitate the design of the control system. The 

Actuator 
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forces

Coupler 
reactions 

due to 
deflected 

frame

Net forces 
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Runge-Kutta integration scheme available in Simulink is used for numerical integration. These files are included 
in the companion tool for executing vRTHS. 

Benchmark Problem Constraints 

1. Only displacements and forces of each actuator are available because those measurements may be 
acquired physically by sensors. 
 

2. If any given proposed control strategy requires additional or higher order states, these must be estimated. 
 

3. Participants may choose to derive their own plant model using the ID experimental data available in the 
companion package, see Section 4.6. In vRTHS, a plant model replaces the actual experimental plant 
and a nominal plant model must be used to design the control system. To reproduce more realistic RTHS 
conditions, the control system must consider the uncertainties in the actual plant. These details will be 
discussed in Section 4.4. 
 

4. The system-level vRTHS simulation is executed in real-time at a sampling frequency of 1024 Hz. 
 

5. Each hydraulic actuator has a force capacity of 9340 N and maximum velocity of 25 mm/s. The 
maximum axial displacements must remain within ±4 mm to guarantee linear elastic behavior of the 
frame. 
 

6. For acquiring data and outputting commands, an I/O board with 18 bit A/D converters is used. The 
command inputs must remain within ± 4 V. These bounds are implemented with saturation and quantizer 
blocks in the benchmark code companion package. 
 

7. The conversion relations between the voltage signals and physical units are: 
Actuator 1: 

Voltage to displacement: 7.4921 mm/V 
Voltage to force: 2074.74 N/V 

Actuator 2: 
Voltage to displacement: 7.3907 mm/V 
Voltage to force: 2006.36 N/V 
 

8. The measured responses contain noise. In the companion tool, these are implemented based on 
experimental data. The root-mean-square (RMS) values and standard deviation (STD) for these 
measured signals are: 
Actuator 1: 

Displacement: RMS = 0.0182 mm, STD = 0.0172 mm 
Force: RMS = 74.40 N, STD = 20.13 N 

 
Actuator 2: 

Displacement: RMS = 0.0199 mm, STD = 0.0198 mm 
Force: RMS = 10.95 N, STD = 7.62 N 
 

3.7. Evaluation Criteria 

To assess the overall performance of the maRTHS, the quantitative evaluations consider: 1) tracking control 
performance (minimize error between target and measured displacements); and 2) global RTHS experiment 
performance (minimize the error between the reference structure response and the hybrid system response) are 



required. A set of 10 evaluation criteria is considered in this benchmark. The first six assess the tracking 
performance of the control system, and the remaining four compute the global performance of the RTHS. Table 
1 summarizes the indices and briefly describes each criterion. Most of the criteria are evaluated at the interface 
node at the first story and some are evaluated at upper stories nodes 2 and 3, see Fig. 6. 

 

Table 1: Criteria for assessment of tracking and global RTHS performance 

Performance Index Unit Criterion 

Tracking 
Control 

J1 ms 
Tracking time delay between desired and measured 
actuator displacements. 

J2 % 
Normalized tracking error. It represents the difference 
between target and measured actuator displacements. 

J3 % 
Maximum peak tracking error between the instantaneous 
response of desired and measured actuator displacements. 

Estimation 

J4 ms 
Time delay between target and estimated interface node 
displacements of the frame. 

J5 % 
Normalized error of the difference between frame target 
displacements and estimated interface node displacements 
of the experimental frame. 

J6 % 
Maximum peak error between the instantaneous response 
of frame target displacement and estimated interface node 
displacements of the experimental frame. 

Global 
RTHS 

J7 % 
Normalized error between reference and estimated 
measured response of the frame at the interface node. 

J8 % 
Normalized error between relative reference and relative 
numerical substructure response at upper stories. 

J9 % 
Maximum peak global displacement error between 
reference and estimated measured response of the frame at 
the interface node. 

J10 % 
Maximum peak global displacement error between relative 
reference and relative numerical substructure response at 
upper stories. 

 

Due to the MDOF characteristic of this benchmark, each of the indices in Table 1 are vectors. For instance, the 

tracking control index 𝐉2 = ฤ𝐽2,1 𝐽2,2ล
𝑇  has two components corresponding to the two hydraulic actuators 

motion Actuator 1 and Actuator 2, whereas the global performance index for upper stories 𝐉8 =

ฤ𝐽8,2 𝐽8,26 𝐽8,3 𝐽8,27ล
𝑇  has four components that represents the translational and rotational DOFs of the 

second story at node 2 (i.e., 𝜓2, 𝜓26) and of the third story at node 3 (i.e., 𝜓3, 𝜓27). See Figs. 3 or 6 for the DOFs 
definition. 

With reference to Fig. 13(a), it can be useful to recall the notation of the vector components that represent the 
different responses. The subscripts ‘ns’ and ‘m’ stand for “numerical substructure” and “measured,” 
respectively; when this subscript is absent, the variable represents the reference response (e.g., Eq. 15). A “hat” 
over a variable indicates an estimated (or filtered) value. The next subscript (after a comma) represents the 
position in a vector (e.g., a specific DOF in the relative displacement vector 𝛙 of the reference frame or a specific 
actuator displacement in the vector 𝛈𝑚). The variable ‘k’ in brackets represents the discrete time sequence and 
‘N’ is the number of samples in the time series. 

  



Tracking Control and Estimation: Assessment of numerical substructure and the plant. 

J1 – time delay (ms): Estimation of time delay in the controlled response is based on the quantification of the 
similarity between target and measured displacement time series. The cross correlation between a delayed and 
target signals provides a sequence that enables the estimation of the number of time steps that the delayed signal 
has to be shifted so that it provides the maximum correlation with respect to the target signal. Therefore, the 
arguments of the arg max function of the cross correlation between the actuator target displacement vector and 
actuator measured displacement vector computes this integer number, which is divided by the sampling 
frequency (or multiply by the time step) to determine the time delay:     

𝐽1,𝑖 = arg max
𝑟 ໄุ

𝜂ns,𝑖[𝑘] ⋅ 𝜂𝑚,𝑖[𝑘 − 𝑟]

𝑁

𝑘=1 
× 1000 𝑓𝑠⁄ ,           𝑖 = 1,2, (9) 

 

where 𝜂𝑚,𝑖[𝑘] and 𝜂ns,𝑖[𝑘]  are the i-th elements of the vectors 𝛈𝑚 = ฤ𝜂𝑚,1 𝜂𝑚,2ล
𝑇   and 𝛈ns = ฤ𝜂ns,1 𝜂ns,2ล

𝑇 , 

respectively at a specific time step k. 𝐉1 = ฤ𝐽1,1 𝐽1,2ล
𝑇  contains the indices for the two actuators; 𝑓𝑠 is the 

sampling frequency.  

J2 – tracking error (%): This index processes the normalized root mean square (NRMS) of the error between the 
actuator target displacement vector and the actuator measured displacement vector: 

𝐽2,𝑖 =

⎷

༃
༃
༄

∑ ม𝜂𝑚,𝑖[𝑘] − 𝜂ns,𝑖[𝑘]ย
2𝑁

𝑘=1

∑ ม𝜂ns,𝑖[𝑘]ย
2𝑁

𝑘=1

× 100,               𝑖 = 1,2. (10) 

 

J3 – peak tracking error (%): This index computes the maximum relative error between the actuator target 
displacement vector and the actuator measured displacement vector: 

𝐽3,𝑖 =
maxมา𝜂𝑚,𝑖[𝑘] − 𝜂ns,𝑖[𝑘]าย

maxมา𝜂ns,𝑖[𝑘]าย
× 100,               𝑖 = 1,2. (11) 

 

J4 – time delay of estimated response (ms): Similar to 𝐉1, this index assesses the time delay between the 
actuator target displacement vector, 𝛈ns, and the actuator estimated displacement vector, �̂�𝑚.  

𝐽4,𝑖 = arg max
𝑟 ໄุ

𝜂ns,𝑖[𝑘] ⋅ 𝜂�̂�,𝑖[𝑘 − 𝑟]

𝑁

𝑘=1 
× 1000 𝑓𝑠⁄ ,           𝑖 = 1,2, (12) 

 

J5 – estimation error (%):  This index considers the NRMS of the error between the target displacement vector 
and the estimated measured displacement vector at the interface node of the frame (node 4, see Fig. 6): 

𝐽5,𝑖 =

⎷

༃
༃
༄

∑ ม𝜓ห𝑚,𝑖[𝑘] − 𝜓ns,𝑖[𝑘]ย
2𝑁

𝑘=1

∑ ม𝜓ns,𝑖[𝑘]ย
2𝑁

𝑘=1

× 100,               𝑖 = 4,28, (13) 

 

where 𝜓ห𝑚,𝑖 and 𝜓ns,𝑖 represent the estimated measured response and the target displacement (numerical 
substructure response) of the i-th DOF of the FE model at a specific time step k. See Fig. 6. 



The difference between indices J5 and J2 when 𝜂𝑚,𝑖[𝑘] is replaced by 𝜂�̂�,𝑖[𝑘] in Eq. 10 represents to some extent 
the error due to the assumptions described in Sections 3.5 and 4.3. 

 

J6 – peak estimation error (%): This index computes the maximum relative error between the target displacement 
vector and the estimated measured displacement vector at the interface node of the frame: 

𝐽6,𝑖 =
maxมา𝜓ห𝑚,𝑖[𝑘] − 𝜓ns,𝑖[𝑘]าย

maxมา𝜓ns,𝑖[𝑘]าย
× 100,               𝑖 = 4,28. (14) 

 

Global Performance: Assessment of the RTHS response with respect to the reference structure. 

J7 – global response error at interface node (%): This index assesses the difference between the response of the 
reference structure and the hybrid system (vRTHS or RTHS). It computes the NMRS error between the reference 
response and the estimated measured response of the frame at the node interface. 

𝐽7,𝑖 =
⎷

༃༃
༄

∑ ม𝜓ห𝑚,𝑖[𝑘] − 𝜓𝑖[𝑘]ย
2𝑁

𝑘=1

∑ (𝜓𝑖[𝑘])2𝑁
𝑘=1

× 100,               𝑖 = 4,28, (15) 

 

where 𝜓𝑖[𝑘] represent the reference response corresponding to the i-th DOF of the reference model. 

J8 – global relative response error at upper stories (%): The response errors in the upper stories are evaluated by 
considering nodes 2 and 3 of the frame model, see Fig. 6. Therefore, the NMRS error is calculated between the 
relative response of the reference structure and numerical substructure at their respective nodes for the 
translational and rotational DOF, x and . 

𝐽8,𝑖 =
⎷

༃༃
༄

∑ ม𝜓ns,𝑖[𝑘] − 𝜓𝑖[𝑘]ย
2𝑁

𝑘=1

∑ (𝜓𝑖[𝑘])2𝑁
𝑘=1

× 100,               𝑖 = 2,26,3,27. (16) 

 

J9 – peak global response error at interface node (%): This index evaluates the maximum error between the 
reference response and the estimated measured response at the interface node of the frame: 

𝐽9,𝑖 =
maxมา𝜓ห𝑚,𝑖[𝑘] − 𝜓𝑖[𝑘]าย

max(|𝜓𝑖[𝑘]|)
× 100,               𝑖 = 4,28. (17) 

 

J10 – peak global response error at upper stories (%): This index computes the maximum error between the 
relative displacement of the reference structure and numerical substructure at nodes of the frame: 

𝐽10,𝑖 =
maxมา𝜓หns,𝑖[𝑘] − 𝜓𝑖[𝑘]าย

max(|𝜓𝑖[𝑘]|)
× 100,               𝑖 = 2,26,3,27. (18) 

 

  



4. Virtual maRTHS (vmaRTHS) Implementation 

A realistic vmaRTHS code package is established for participants to evaluate their controllers in a modular 
fashion. The scripts and other resources containing models and data are discussed in the sequel. 

4.1. Overview 

This vRTHS tool is implemented using scripts and block models in MATLAB/Simulink R2020b, respectively. 
This virtual implementation is as close as possible to RTHS. The companion package includes a 
Starting_Guideline.pdf file that explains how to work with the code. Figure 17 shows the basic organization of 
the code package. The top-level folder has three files only: 

 A guideline document: Starting_Guideline.pdf 
 A main script: main_vmaRTHS.m 
 A block model: Model_vmaRTHS_R2020b.slx 

Additional folders contain experimental data for identification of the plant, input data, ground motions, finite 
element model of the reference structure, and necessary scripts such as functions for defining and loading 
different components of the vmaRTHS. The main script main_vmaRTHS.m is in charge of initialization, loading 
models and control system, running the vmaRTHS, assessment of the results, and it is the only script that needs 
to be executed to run this tool. The files the participants must modify are the script S3_Controller.m and the 
corresponding control block in the Simulink model. 

Figure 18 shows the execution flow of the principal files (scripts and block models) involved in this 
implementation as well as their related formulations. The user defines the control system and has the choice, 
based upon the specific features of the control scheme to be used, of developing its own nominal plant model 
with the experimental data for identification that is available or using the nominal plant provided as an example 
in this benchmark (Section 5). With control design in mind, this tool can also be executed offline. 

 

Figure 17: File organization of the companion package. 
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Figure 18: Flow diagram. 

 
4.2. Control Plant Model 

The control plant defined in Section 3.5 has two inputs ฤ𝑢1 𝑢2ล
𝑇  and two outputs ฤ𝜂𝑚,1 𝜂𝑚,2ล

𝑇  representing the 
control inputs and the hydraulic actuator displacements, respectively. According to Figs 8-9, the top left index 
1 represents the bottom actuator and 2 represents the top actuator. Therefore, a compact 2x2 matrix description 
of the control plant is convenient. Eq. 19 shows a mathematical representation of the control plant in terms of a 
transfer function matrix. 

𝐇 = 
𝐻11 𝐻12
𝐻21 𝐻22, (19) 

 

where 𝐻𝑖𝑗  is the transfer function from input j to output i. The diagonal terms describe the direct relationship 

between the input and output of a specific actuator when this is commanded, whereas the off-diagonal terms 
provide the internal coupling behavior of one actuator when the other is commanded. 

Since the frame contains component that are all part of one dynamic system, its poles should be common in Eq. 
19 and the remaining poles of the system will depend on the model of the transfer system. Therefore, Eq. 19 can 
be written as 

𝐇 =

⎣
⎢
⎢
⎢
⎡
𝑛𝑢𝑚11(𝑠)

𝑑𝑒𝑛11(𝑠)

𝑛𝑢𝑚12(𝑠)

𝑑𝑒𝑛12(𝑠)
𝑛𝑢𝑚21(𝑠)

𝑑𝑒𝑛21(𝑠)

𝑛𝑢𝑚22(𝑠)

𝑑𝑒𝑛22(𝑠)⎦
⎥
⎥
⎥
⎤

⋅
𝑛𝑢𝑚es(𝑠)

𝑑𝑒𝑛es(𝑠)
, (20) 

 

where 𝑛𝑢𝑚𝑖𝑗(𝑠) 𝑑𝑒𝑛𝑖𝑗(𝑠)⁄  represents the numerator and denominator of the transfer function 𝐻𝑖𝑗  and  

𝑛𝑢𝑚es(𝑠) 𝑑𝑒𝑛es(𝑠)⁄  characterizes the poles and zeros of the frame (experimental substructure). 
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S5_Evaluation.m



4.3. Coupler Coordinate Transformation 

The use of two hydraulic actuators to enforce translation and rotation requires a coordinate transformation 
between the degrees of freedom of the numerical substructure and the two actuator displacements. Four 
assumptions are made to develop this relation: (1) the coupler deformations are negligible. The analysis 
presented in Section 3.4 demonstrates that the maximum strains in the coupler justify this assumption; (2) the 
vertical motion of the nodes can be neglected. The axial deformation of the columns in the physical substructure 
is negligible due to their high axial stiffness, and the axial forces in the columns are small since the motion of 
the frame is mainly horizontal; (3) the rotations of the column-beam joints are small because the behavior of the 
frame in this benchmark is limited to linear elastic; (4) the connection of the coupler to the column-beam joint 
provided by the high-strength bolts is rigid, hence the deformations are negligible. 
 
Therefore, the coupler can be considered as a rigid body, the boundary conditions of the coupler at the column-
beam joint allows two degrees of freedom, and the kinematics of the actuators can be described entirely by the 
horizontal components of their motion. Figure 19(a) shows that the model of the coupler is defined by the rigid 
triangle AOB. The vertex 𝑂𝑓  is located at the intersection of the beam and column axes, and vertices A and B 

represent the location where the hydraulic actuators are attached. 
 

  
a) Rigid body geometry b) Rigid body motion 

 

Figure 19: Coupler modeled as a rigid body 

 
Figure 19(b) illustrates the motion of the coupler (initial position in blue and final position in green) and the 
corresponding attached actuators trajectories when the frame moves laterally. The actuators axial displacements 
can be obtained by adding the effect of the horizontal displacement of the coupler 𝐜 (translational DOF of node 
4,  𝜓ns4,4, imposed on the physical frame) and the horizontal components of the vectors 𝐚 and 𝐛 when the coupler 
rotates the angle 𝜓ns4,28. For instance, considering the rotation effect only, the initial position of the top actuator 
can be represented by the vector 𝐩𝑜,2 and its final position by the vector 𝐩𝑓,2 = 𝐩𝑜,2 + 𝐛. Thus, the actuator axial 

displacements can be written as: 
  
 𝜼𝑚,𝑖 = 𝐜 + 𝐩𝑓,𝑖 − 𝐩𝑜,𝑖,         𝑖 = 1,2 (21) 
 
and its magnitude can be approximated by its horizontal component: 
 

x

y

O




A

B

x

y

A

O

n,28

n,28
O f

B

c

po,1
a

b

p f,1

po,2

p f,2



 𝜂𝑚,𝑖 = 𝜓𝑚,4 + 𝑝 ⋅ ฤcosม 𝛼𝑖
 + 𝜓𝑚

28
ย − cosม 𝛼𝑖

 
ยล.         𝑖 = 1,2 (22)

   
Where 𝑝 = า𝐩𝑜,𝑖า = า𝐩𝑓,𝑖า since the coupler is assumed to be rigid. The inverse relation is: 

𝜓𝑚,28 = sin−1

ຕ

𝜂𝑚,1 − 𝜂𝑚,2

2𝑝 sin(𝛼2) ຖ
 (23) 

  
and 

𝜓𝑚,4 = 𝜂𝑚,𝑖 − 𝑝 ⋅ ฤcosม𝛼𝑖 + 𝜓𝑚,28ย − cos(𝛼𝑖)ล. (24) 
 

4.4. Control Plant Uncertainties 

Actual uncertainties in the plant such as imprecision in the size of elements, material properties, parameters, etc. 
and a simplified representation of the plant’s dynamics yield to model imprecision. Therefore, it is realistic to 
incorporate uncertainties into the control plant used in this benchmark so that the proposed control approach is 
tested realistically as well via virtual RTHS. 

This benchmark problem considers uncertainties or model inaccuracies in the control plant by defining random 
variations in the transfer function matrix of a nominal plant model that has the form of Eq. 20. Random variations 
in the poles and zeros of the nominal plant model generate these differences by introducing changes from a 
standard normal distribution sampling process, which create a family of frequency response functions (FRF) 
where any FRF member represents a potential control plant. Table 2 presents the mean and standard deviation 
for each of these poles and zeros of the nominal plant model that can be described by Eqs. 19 and 20. In this 
benchmark, and commonly in practice, the nominal plant model is an identified plant model that is provided in 
the companion package tool (see Section 4.5). 

Table 2: Parameter uncertainty definition 

Component 
(See Eqs. 19 and 20) 

Parameter 
Nominal 
Value (µ) 

Standard 
deviation (σ) 

𝑛𝑢𝑚11(𝑠)

𝑑𝑒𝑛11(𝑠)
 and 

𝑛𝑢𝑚21(𝑠)

𝑑𝑒𝑛21(𝑠)
 

Zero 1 -753.98 41.47 
Zero 2 -565.48 31.10 
Pole 1 -16.65 1.00 
Pole 2 -251.32 15.08 

𝑛𝑢𝑚12(𝑠)

𝑑𝑒𝑛12(𝑠)
 and 

𝑛𝑢𝑚22(𝑠)

𝑑𝑒𝑛22(𝑠)
 

Zero 1 -18.85 0.57 
Zero 2 -31.42 0.94 
Pole 1 -21.99 0.66 
Pole 2 -116.24 -3.49 

𝑛𝑢𝑚es(𝑠)

𝑑𝑒𝑛es(𝑠)
 Pole 1 and 2 

-314.16 ± 
395.84i 

15.71+ 
19.79i 

 

Figure 20 shows a set of FRFs generated using the parameters of Table 2 that captures the uncertainty in 
modeling the control plant. To simulate an actual RTHS experiment, the proposed controller is designed 
considering an identified plant model (the nominal plant model in this benchmark). Then, a virtual RTHS is 
conducted where the designed controller tracks a control plant model randomly selected from the FRF family 
shown in Figure 20. To guarantee robust performance and stability of the controller, at least 20 virtual RTHS 
should be executed, each one with a randomly selected control plant model. The companion package tool 
implements these procedures and facilitates the processing of performance metrics data. 



 

Figure 20: FRF regions for the plant model uncertainty. 

 

4.5. Provided Materials 

This benchmark includes a companion package that helps to implement the control system using vRTHS. 

1. Models: 
a. Reference model: definition and implementation of a 38-DOF finite element model (M, C, K, see 

Section 2). 
b. Nominal model of the experimental frame: definition and implementation of an 8-DOF finite 

element model (𝐌es, 𝐂es, 𝐊es, see Section 3.2). 
c. Reduced nominal model of the experimental frame: 2-DOF model. 
d. Nominal plant model: an identified transfer function matrix of the transfer system, frame, and CSI 

(Sections 4.2, 4.3). 
e. Control plant model with uncertainties: See Section 4.4. 

 
2. Experimental data for identification of the plant: Band-limited white noise (BLWN) input-output data 

is available. The participants have the flexibility of generating their own models if needed. 
 

3. Input data: For RTHS execution, a set of three unscaled historic ground acceleration records: El Centro 
1940, Kobe 2005, and Morgan Hill 1984. For tracking control purposes, chirp and BLWN signals are 
suggested. 
 

4. Sample control system - LQG control strategy: a control law based on a linear quadratic regulator 
(LQR) approach and a Kalman estimator. 
 

5. Virtual RTHS code package: This tool contains MATLAB scripts, a Simulink model containing all the 
components shown in Fig. 13(b), and data sets. A guideline explains the usage of these files. 



All files will be available on the MECHS website: https://mechs.designsafe-ci.org/ 

4.6. Deliverables 

The participants are asked to produce the following to address the benchmark problem: 

1. Tracking control system. The participants have complete freedom to implement control strategies to 
meet the constraints discussed in Section 3.6. If a specific control approach requires the use of a nominal 
model different than the provided in the companion package, the participant should explain the 
formulation and implementation of their particular nominal model. 
 

2. Generation scripts and Simulink model. A set of MATLAB scripts and Simulink models are required 
that are compatible with the code package. They must execute in real-time since the ultimate goal is to 
test the proposed tracking control systems in the IISL laboratory. 
 

3. Tracking performance evaluation. The indices 𝐉1 – 𝐉6 explained in Section 3.7 will assess the tracking 
control performance of the proposed control system. A set of 10 simulations is required to produce 
numerical values for these indices. 
 

4. Overall RTHS performance evaluation. The indices 𝐉7 – 𝐉10 from Section 3.7 evaluate the overall 
performance of the hybrid system considering the reference structure as the baseline case. A set of 10 
simulations will generate a quantitative evaluation of the global performance. 
 

5. Comparison plots. Participants are encouraged to generate plots for qualitative evaluation of the 
performance of their controllers. 

 

5. Example Implementation: maRTHS 

In this section, a sample of a maRTHS implementation is described. We especially focus on presenting an 
identified control plant and control system realization. The evaluation of the sample design is illustrated 
according to the evaluation criteria in Section 3. Both numerical and experimental results are provided.  

5.1. Identified Control Plant and Coupler Kinematics 

The high degree of internal coupling in this maRTHS sample demands a systematic procedure to analyze the 
control plant to obtain the necessary information for system identification. Experimental data was obtained using 
four energy levels of BLWN signals to the control plant. A first test was conducted using a 0-100 Hz BLWN 
signal input to the bottom actuator while the other was set to zero displacement and the displacement of both 
actuators were measured. This set of inputs and outputs was used to compute the experimental transfer functions 
of the plant, which is the first column of Eq. 19. Likewise, in another test the same signal was used as input to 
the top actuator while sending a zero to the bottom actuator to generate the second column of the experimental 
transfer function matrix. 

To provide a basic but meaningful nominal model of the control plant, the experimental frame is considered as 
a 1-DOF second order system with a complex conjugate pair of poles. Even though the hydraulic actuators are 
of the same model from the manufacturer, they have slightly different behavior in an experimental setup and 
these dominate each of the columns of the system transfer functions. Thus, a different set of poles is identified 
for each actuator. The number and type of poles for each system are assumed according to a parametric model 
previously investigated. The models of the servo-valve and hydraulic dynamics of each actuator are assumed to 
be represented by first order differential equations [69]. Consequently, in this sample, each actuator is modeled 
using two real poles. The bandwidth used for this identification process is 40 Hz since the frequencies of interest 



such as the input signal (ground motion record) and useful natural frequencies of the structure are well below 
this limit (see Section 2.2). Then, we fit a model with two real poles to the experimental FRF, see Fig. 21. 
Equations 25-26 describe the identified model of the control plant. 

 

Figure 21: Control plant identification: Identified plant FRFs vs experimental plant FRFs 
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𝑛𝑢𝑚es(𝑠)

𝑑𝑒𝑛es(𝑠)
=

1

(𝑠 + 50 + 63𝑗)(𝑠 + 50 − 63𝑗)
.  (26) 

 

Here, 𝑛𝑢𝑚es(𝑠) 𝑑𝑒𝑛es(𝑠)⁄  is the transfer function that represents the behavior of the experimental frame. This 
system is then transformed to state-space form as 

𝐳̇ = 𝐀 ⋅ 𝐳 + 𝐁 ⋅ 𝐮 
𝛈𝑚 = 𝐂 ⋅ 𝐳 + 𝐃 ⋅ 𝐮, (27) 

where the command displacement vector 𝐮 is the input to the system; 𝐳 contains the states of the identified 
control plant; A, B, C, and D are typical constant matrices in state-space description; and the measured actuator 
displacement vector, 𝛈𝑚, is the output vector. 

Coordinate Transformation 

The coupler kinematics may be obtained by applying the geometry of the coupler in Eqs. 21-24. Figure 22 shows 
the values of these variables for the formulation developed in this benchmark. Hence, the transform relation 



from frame to actuator coordinates is given by Eq. 28 and the coordinate transform from actuator to frame is 
provided by Eqs. 29-30 (see Fig. 13(b) or 23 for references). 

 

Figure 22: Coupler kinematics. 
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𝜋

180 − cos 25.46
𝜋

180. (30) 

 

5.2. Feedback Force Estimation 

The RTHS scheme presented in Fig. 13(b) shows the feedback force being measured directly from the control 
plant, which is typical in RTHS experiments. Despite having load cells available while executing this maRTHS 
sample in the IISL, it would not be correct to use these measured forces directly. These measurements contain 
very large inertial forces associated with the coupler, which is not part of the original structural system (the 
whole frame). Thus, the force that is developed only by the frame must be estimated. 

This sample shows a practical approach that uses the FE model of the experimental substructure discussed in 
Section 3.3. The estimated frame response 𝛙ห𝑚 is differentiated twice to obtain its corresponding velocity and 
acceleration and, similar to Eq. 7, the feedback force would be given by Eq. 31. This implementation is shown 
in Fig. 23. 

 𝐟 ̂
𝑚 = 𝐌es ⋅ �̈�ห𝑚 + 𝐂es ⋅ �̇�ห𝑚 + 𝐊es ⋅ 𝛙ห𝑚. (31) 
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Figure 23: maRTHS Implementation.  

The code for this implementation is included in the companion package. Participants can use the identified 
model developed in this section, which is also available in the companion package, or choose another model 
based on a preferred methodology. 

5.3. Control System: LQG 

Among the vast variety of control methodologies feasible for RTHS, we base this sample on an optimal control 
strategy that is not intended to be competitive. This approach is selected here because it has acceptable 
performance and at the same time is simple enough to focus on the important features of this maRTHS while 
overcoming the control requirements and challenges from a hybrid simulation perspective. An LQG control 
scheme is chosen due to its versatility in introducing uncertainty in state-space form as added noise. 

The LQG controller consists of two components in closed loop: (1) a deterministic LQR which assumes full 
state feedback, and (2) a Kalman filter that estimates the required states to be fed back to the LQR control law. 
The strategy for including the target signal 𝛈ns is to incorporate the error  𝛆 = 𝛈ns − 𝛈𝑚 by augmenting and 
additional state 𝐳̇𝑒𝑟𝑟 = 𝛆, and find the optimal gain for the augmented plant, Eq. 32. The trade-off between 
performance and control effort is defined by selecting appropriate ratios for the weighting matrices Q and R, to 
minimize the cost function established by Eq. 34. Finally, one solves for the gains required to drive the error 
state to zero. Thus, the control law, u, is computed with Eq. 35. The MATLAB function ‘lqr’ with matrices 𝐀𝑎, 
𝐁𝑎, Q, and R, provides the gains 𝐊𝑝 and 𝐊𝜀 to realize the control input u. 

 𝐳̇𝑎 = 𝐀𝑎𝐳𝒂 + 𝐁𝑎𝐮 + 𝐇𝛈ns, (32) 

where: 

𝐳𝑎 = 
𝐳

𝐳𝑒𝑟𝑟
, 𝐀𝑎 = 

𝐀 𝟎
−𝐂 𝟎, 𝐁𝑎 = 

𝐁
𝟎, 𝐇 = 

𝟎
𝟏  (33) 
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∞
0

 (34) 

 𝐮 = ฤ −𝐊𝑝 −𝐊𝜀ลฤ
𝐳
𝛆ล (35) 

However, in this maRTHS experiment the states, z, are not available, i.e. the only measurements available are 
the measured displacements of the actuators, 𝛈𝑚. Therefore, we need to estimate the states to feed them to the 
control law (Eq. 35). A Kalman filter is used to overcome this limitation by providing estimated states 𝐳̂  and 
filtered response �̂�𝑚 so that the control system is implemented as shown in Fig. 24. Considering that the process 
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noise and measurement noise covariance matrices are additive with known distributions, Eq. 27 can be written 
as 

𝐳̇ = 𝐀 ⋅ 𝐳 + 𝐁 ⋅ 𝐮 + 𝐰𝑘 
𝛈𝑚 = 𝐂 ⋅ 𝐳 + 𝐃 ⋅ 𝐮 + 𝐯𝑘, (36) 

 

where the distribution of the process noise is assumed to be 𝐰𝑘 ∼ 𝑁(𝟎, 𝐐), and the distribution of the 
measurement noise is assumed to be 𝐯𝑘 ∼ 𝑁(𝟎, 𝐑). 

 

Figure 24: Tracking control and estimation scheme. 

The final values for Q, R and the Kalman estimator terms can be found in the companion package. 

5.4. Experimental Results and Evaluation 
 
The following figures and table present a qualitative and quantitative assessment of the performance of the 
sample LQG control system on the maRTHS based on experimental results. The input to the reference and 
hybrid system for this example is the El Centro earthquake historic record with a scaling factor of 0.40. See 
Section 4.5 for additional ground motion records. Figures 25-27 shows qualitatively the tracking and global 
RTHS performance of the interface node (node 4 in Fig. 5), while Table 3 presents the metrics defined by the 
performance indices (see Section 3.7) which includes not only the interface node information, but also additional 
nodes at the upper stories of the frame for a more comprehensive evaluation of the RTHS. 

Figure 25 shows the tracking performance by comparing the measured actuator displacements (𝛈𝑚) and the 
target actuator displacements (𝛈ns) computed from the numerical substructure node displacements. The results 
show a NRMS error of 23.8% for actuator 1 (bottom) and 13.2% for actuator 2 (top). These results are in 
agreement with the mechanics explained in Section 3.6: Actuator 1 is counteracted by the deformed frame effect. 
Conversely, Actuator 2 is “helped” by the same frame effect. From a control perspective, the effort required by 
actuator 1 to drive the motion of the frame node is greater. This particular behavior of the plant requires the 
selection of larger Q/R ratios for actuator 1 in the sample LQG controller. If the estimated measured actuator 
displacements (�̂�𝑚) are considered, the NRMS tracking errors are 3.2% and 13% for Actuator 1 and Actuator 2, 
respectively. This result shows the benefits of estimators to enhance the tracking control performance. Despite 
that the actuator displacements provides direct measurements for tracking assessment, a more realistic 
evaluation of tracking performance is achieved by considering frame coordinates, i.e. the frame node motion. 
Figure 26 illustrates a comparison between the transformed (estimated) measured displacement vector 𝛙ห𝑚 and 
the target displacement vector 𝛙ns at the interface node. The NRMS error for the translational and rotational 
DOF are 8.1% and 27.8%, respectively. The increased errors result from the assumptions described in Section 
4.3, specifically, the effectiveness of the connection of the coupler to the joint frame, which demonstrates the 
challenges and limitation in enforcing rotational boundary conditions with the experimental setup. 
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a) Tracking actuator 1: Target and measured actuator displacement 
 

 
 

b) Tracking actuator 2: Target and measured actuator displacement 

Figure 25: maRTHS tracking performance in actuator coordinates 



 

a) Tracking node translational DOF: Target numerical substructure vs estimated experimental response 

 

b) Tracking node rotational DOF: Target numerical substructure vs estimated experimental responses 

Figure 26: maRTHS tracking performance at interface node (frame coordinates) 

Figure 27 provides a comparison between the reference response and the hybrid system (global performance) at 
the interface node. The NRMS error of the RTHS for the translational DOF at node 4 is 12.2% and for the 
rotational DOF at the same node is 26.2%. The fact that these errors are comparable to the errors based on the 
numerical substructure target signals (Figure 26) reveals that the partition is adequate even though the control 
approach is basic in this sample. Table 3 complements the global performance evaluation of the RTHS by 
providing the numerical values for the indices defined in Section 3.7 based on the average of three consecutive 
experiments. 



 

a) Translational DOF: Reference vs estimated experimental response (DOF 𝜓ସ) 
 

 

b) Rotational DOF: Reference vs estimated experimental response (DOF 𝜓ଶ଼) 

 Figure 27: maRTHS global performance 

  



Table 3: RTHS and vRTHS evaluation indices 

Performance 
Criterion 

Criterion 
Performance 

Indices 
Units RTHS vRTHS 

Tracking 
Control 

Time delay 
𝐽1,1 ms -13.7 2.0 
𝐽1,2 ms 2.9 2.9 

Normalized 
tracking error 

𝐽2,1 % 23.8 4.8 
𝐽2,2 % 13.2 9.4 

Max. peak 
tracking error 

𝐽3,1 % 26.9 5.3 
𝐽3,2 % 13.7 10.3 

Estimation 
 

Time delay 
𝐽4,1 ms 1.9 1.9 
𝐽4,2 ms 4.9 2.9 

Normalized 
estimation error 

𝐽5,4 % 8.1 6.7 
𝐽5,28 % 27.8 17.8 

Max. peak 
estimation error 

𝐽6,4 % 8.2 7.4 
𝐽6,28 % 28.6 18.8 

Global RTHS 
Performance 

Normalized 
RTHS error 

𝐽7,4 % 12.2 10.6 
𝐽7,28 % 26.2 16.8 

Normalized RTHS 
error at upper levels 

𝐽8,2 % 12.5 1.8 
𝐽8,26 % 12.7 3.4 
𝐽8,3 % 12.4 2.1 
𝐽8,27 % 12.5 3.0 

Max. peak 
RTHS error 

𝐽9,4 % 13.2 11.9 
𝐽9,28 % 27.3 18.1 

Max. peak RTHS 
error at upper levels 

𝐽10,2 % 13.1 1.8 
𝐽10,26 % 13.4 2.7 
𝐽10,3 % 12.8 1.8 
𝐽10,27 % 13.2 2.4 

 

Closing Remarks 

A multi-axial actuator benchmark control problem for studying maRTHS is developed for the RTHS research 
community. The objective of developing this problem statement is to provide the research community with a 
framework to systematically explore the limitations and capabilities of a variety of control methods on a realistic 
and challenging problem. With that goal in mind, a single-story frame is driven by two actuators, in a manner 
that reflects the fact that it is part of a more complex structure. The parameters, capabilities, and limitations of 
the experimental setup are thoroughly explained, a reference model is provided, as well as the necessary control 
constraints, evaluation criteria, and a sample controller, which is designed and evaluated as an example 
implementation. Participants are invited to tackle this problem statement with their own approaches to contribute 
to the knowledge base in RTHS. 
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